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1 Physical Constants and Dimensional Analysis

Throughout these notes we will set Planck’s reduced constant and the speed of light to unity:
~ = c = 1. (In the General Relativity literature, Newton’s gravitational constant GN is also
often set to one.) What this means is, we are using ~ as our base unit for angular momentum;
and c for speed.

Since [c] is Length/Time, setting it to unity means

[Length] = [Time] .

In particular, since in SI units c = 299, 792, 458 meters/second, we have

1 second = 299, 792, 458 meters, (c = 1). (1.0.1)

Einstein’s E = mc2, once c = 1, becomes the statement that

[Energy] = [Mass]

Because [~] is Energy × Time, setting it to unity means

[Energy] = [1/Time] .

In SI units, ~ ≈ 1.0545718× 10−34 Joules second – hence,

1 second ≈ 1/(1.0545718× 10−34 Joules) (~ = 1). (1.0.2)

Altogether, with ~ = c = 1, we may state

[Mass] = [Energy] = [1/Time] = [1/Length] .

Physically speaking, the energy-mass and time-length equivalence can be attributed to rela-
tivity (c); whereas the (energy/mass)-(time/length) equivalence can be attributed to quantum
mechanics (~).

High energy physicists prefer to work with eV (or its multiples, such as MeV or GeV); and so
it is useful to know the relation ~c = 197.326, 98 MeV fm. (fm = femtometer = 10−15 meters.)

10−15 meters ≈ 1/(197.326, 98 MeV), (~c = 1). (1.0.3)

Using these ‘natural units’ ~ = c = 1 is a very common practice throughout the physics literature.
One key motivation behind setting to unity physical constants occurring frequently in your

physics analysis, is that it allows you to focus on the quantities that are more specific (and hence
more important) to the problem at hand. Carrying these physical constants around clutter your
calculation, and increases the risk of mistakes due to this additional burden. For instance, in
the Bose-Einstein or Fermi-Dirac statistical distribution 1/(exp(E/(kBT )) ± 1) – where E, kB
and T are respectively the energy of the particle(s), kB is the Boltzmann constant, and T is
the temperature of the system – what’s physically important is the ratio of the energy scales,
E versus kBT . The Boltzmann constant kB is really a distraction, and ought to be set to
one, so that temperature is now measured in units of energy: the cleaner expression now reads
1/(exp(E/T )± 1).
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Another reason why one may want to set a physical constant to unity is because, it could
be such an important benchmark in the problem at hand that it should be employed as a base
unit.

Most down-to-Earth engineering problems may not benefit from using the speed of light c
as their basic unit for speed. In non-relativistic astrophysical systems bound by their mutual
gravity, however, it turns out that General Relativistic corrections to the Newtonian law of
gravity will be akin to a series in v/c, where v is the typical speed of the bodies that comprise
the system. The expansion parameter then becomes 0 ≤ v < 1 if we set c = 1 – i.e., if we measure
all speeds relative to c – which in turn means this ‘post-Newtonian’ expansion is a series in the
gravitational potential GNM/r through the virial theorem (kinetic energy ∼ potential energy)
v ∼

√
GNM/r.

Newton’s gravitational constant takes the form GN ≈ 6.7086×10−39~c(GeV/c2)−2. Just from
this dimensional analysis alone, when ~ = c = 1, one may form a mass-energy scale (‘Planck
mass’)

Mpl ≡
1√

32πGN

. (1.0.4)

(The 32π is for technical convenience.) We will provide further justification below, but this
suggests – since Mpl appears to involve relativity (c), quantum mechanics (~) and gravitation
(GN) – that the energy scale required to probe quantum aspects of gravity is roughly Mpl.
Therefore, it may be useful to set Mpl = 1 in quantum gravity calculations, so that all other
energy scales in a given problem, say the quantum amplitude of scattering gravitons, are now
measured relative to it.

I recommend the following resource for physical and astrophysical constants, particle physics
data, etc.:

Particle Data Group: http://pdg.lbl.gov .

Problem 1.1. Let ~ = c = 1.

• If angular momentum is 3.34, convert it to SI units.

• What is the mass of the Sun in MeV? What is its mass in parsec?

• If Pluto is orbiting roughly 40 astronomical units from the Sun, how many seconds is this
orbital distance?

• Work out the Planck mass in eq. (1.0.4) in seconds, meters, and GeV.
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2 Differential Geometry of & Kinematics In Curved Space-

times

2.1 Minkowski & Constancy of c; Orthonormal Frames; Timelike,
Spacelike vs. Null Vectors; Gravitational Time Dilation

1Cartesian coordinates play a basic but special role in interpreting physics in both flat Euclidean
space δij and flat Minkowski spacetime ηµν : they parametrize time durations and spatial dis-
tances in orthogonal directions – i.e., every increasing tick mark along a given Cartesian axis
corresponds directly to a measurement of increasing length or time in that direction. This
is generically not so, say, for coordinates in curved space(time) because the notion of what
constitutes a ‘straight line’ is significantly more subtle there; or even spherical coordinates
(r ≥ 0, 0 ≤ θ ≤ π, 0 ≤ φ < 2π) in flat 3D space – for the latter, only the radial coordinate
r corresponds to actual distance (from the origin).

Flat Spacetimes We will therefore begin in flat spacetime written in Cartesian coor-
dinates {xµ ≡ (t, ~x)}. Flat spacetime is also otherwise known as Minkowski spacetime, and the
‘square’ of the distance between xµ and xµ + dxµ, is given by

ds2 = ηµνdx
µdxν = (dx0)2 − d~x · d~x

= (dt)2 − δijdxidxj; (2.1.1)

where the Minkowski metric tensor reads

ηµν=̇diag[1,−1, . . . ,−1]. (2.1.2)

2Constancy of c One of the primary motivations that led Einstein to recognize eq. (2.1.1)
as the proper geometric setting to describe physics, is the realization that the speed of light c
is constant in all inertial frames. In modern physics, the latter is viewed as a consequence of
spacetime translation and Lorentz symmetry, as well as the null character of the trajectories
swept out by photons. That is, for transformation matrices {Λ} satisfying

Λα
µΛβ

νηαβ = ηµν , (2.1.3)

and constant vectors {aµ} we have

ηµνdx
µdxν = ηµνdx

′µdx′ν (2.1.4)

whenever

xα = Λα
µx
′µ + aα. (2.1.5)

The physical interpretation is that the frames parametrized by {xµ = (t, ~x)} and {x′µ = (t′, ~x′)}
are inertial frames: compact bodies with no external forces acting on them will sweep out

1These notes were written assuming the reader is familiar with Chapter 7 of Analytical Methods in Physics.
2Notice we have switched from Latin/English alphabets, say i, j, k, · · · ∈ {1, 2, 3, . . . , D} to Greek ones

µ, ν, · · · ∈ {0, 1, 2, . . . , D ≡ d − 1}; the former run over the spatial coordinates while the latter over time (0th)
and space (1, . . . , D). Also note that the opposite ‘mostly plus’ sign convention ηµν = diag[−1,+1, . . . ,+1] is
equally valid and, in fact, more popular in the contemporary physics literature.
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geodesics d2xµ/dτ 2 = 0 = d2x′µ/dτ ′2, where the proper times τ and τ ′ are defined through
the relations dτ = dt

√
1− (d~x/dt)2 and dτ ′ = dt′

√
1− (d~x′/dt′)2. To interpret physical phe-

nomenon taking place in one frame from the other frame’s perspective, one would first have to
figure out how to translate between x and x′.

Let xµ be the spacetime Cartesian coordinates of a single photon; in a different Lorentz frame
it has Cartesian coordinates x′µ. Invoking its null character, namely ds2 = 0 – which holds in
any inertial frame – we have (dx0)2 = d~x · d~x and (dx′0)2 = d~x′ · d~x′. This in turn tells us the
speeds in both frames is unity:

|d~x|
dx0

=
|d~x′|
dx′0

= 1. (2.1.6)

A deeper motivational justification would be to recognize, it is the sign difference between the
‘time’ part and the ‘space’ part of the metric in eq. (2.1.1) – together with its Lorentz invariance
– that gives rise to the wave equations obeyed by the photon. Equation (2.1.6) then follows as
a consequence.3

Curved Spacetime, Spacetime Volume & Orthonormal Basis The generalization
of the distance between xµ to xµ + dxµ, from the Minkowski to the curved case, is the following
‘line element’:

ds2 = gµν(x)dxµdxν , (2.1.7)

where x is simply shorthand for the spacetime coordinates {xµ}, which we emphasize may no
longer be Cartesian. We also need to demand that gµν be real, symmetric, and has 1 positive
eigenvalue associated with the one ‘time’ coordinate and (d − 1) negative ones for the spatial
coordinates. The infinitesimal spacetime volume continues to take the form

d(vol.) = ddx
√
|g(x)|, (2.1.8)

where |g(x)| = | det gµν(x)| is now the absolute value of the determinant of the metric gµν .
Just like the curved space case, to interpret physics in the neighborhood of some spacetime

location xµ, we introduce an orthonormal basis {εµ̂α} through the ‘diagonalization’ process:

gµν(x) = ηαβε
α̂
µ(x)εβ̂

ν
(x). (2.1.9)

By defining εα̂ ≡ εα̂µdxµ, the analog to achieving a Cartesian-like expression for the spacetime
metric is

ds2 =
(
ε0̂
)2
−

D∑
i=1

(
ε̂i
)2

= ηµνε
µ̂εν̂ . (2.1.10)

This means under a local Lorentz transformation – i.e., for all

Λµ
α(x)Λν

β(x)ηµν = ηαβ, (2.1.11)

ε′µ̂(x) = Λµ
α(x)ε′α̂(x) (2.1.12)

3We will discuss these issues in some detail below.
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– the metric remains the same:

ds2 = ηµνε
µ̂εν̂ = ηµνε

′µ̂ε′ν̂ . (2.1.13)

By viewing ε̂ as the matrix with the αth row and µth column given by εα̂µ, the determinant of
the metric gµν can be written as

det gµν(x) = (det ε̂)2 det ηµν . (2.1.14)

The infinitesimal spacetime volume in eq. (2.1.8) now can be expressed as

ddx
√
|g(x)| = ddx det ε̂. (2.1.15)

Of course, that gµν may be ‘diagonalized’ follows from the fact that gµν is a real symmetric
matrix:

gµν =
∑
α,β

Oα
µλαηαβO

β
ν =

∑
α,β

εα̂µηαβε
β̂

ν
, (2.1.16)

where all {λα} are positive, so we may take their positive root:

εα̂µ =
√
λαO

α
µ, {λα > 0}, (No sum over α). (2.1.17)

That ε0̂
µ

acts as ‘standard clock’ and {ε̂i
µ
|i = 1, 2, . . . , D} act as ‘standard rulers’ is because

they are of unit length:

gµνεα̂µε
β̂

ν
= ηαβ. (2.1.18)

The ·̂ on the index indicates it is to be moved with the flat metric, namely

εα̂µ = ηαβεβ̂µ and εα̂µ = ηαβε
β̂

µ
; (2.1.19)

while the spacetime index is to be moved with the spacetime metric

εα̂µ = gµνεα̂ν and εα̂µ = gµνε
α̂ν . (2.1.20)

In other words, we view ε µ
α̂ as the µth spacetime component of the αth vector field in the

basis set {ε µ
α̂ |α = 0, 1, 2, . . . , D ≡ d − 1}. We may elaborate on the interpretation that {εα̂µ}

act as ‘standard clock/rulers’ as follows. For a test (scalar) function f(x) defined throughout
spacetime, the rate of change of f along ε0̂ is

〈df | ε0̂〉 = ε µ

0̂
∂µf ≡

df

dy0
; (2.1.21)

whereas that along ε̂i is

〈df | ε̂i〉 = ε µ
î
∂µf ≡

df

dyi
; (2.1.22)
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where y0 and {yi} are to be viewed as ‘time’ and ‘spatial’ parameters along the integral curves
of {ε α

µ̂ }. That these are Cartesian-like can now be expressed as〈
d

dyµ

∣∣∣∣ d

dyν

〉
= ε α

µ̂ ε β
ν̂ 〈∂µ| ∂ν〉 = ε α

µ̂ ε β
ν̂ gµν = ηµν . (2.1.23)

Note that the first equalities of eq. (2.1.16) are really assumptions, in that the definitions of
curved spaces include assuming all the eigenvalues of the metric are positive whereas that of
curved spacetimes include assuming all but one eigenvalue is negative.4

Note that the {d/dyµ} in eq. (2.1.23) do not, generically, commute. For instance, acting on
a scalar function, [

d

dyµ
,

d

dyν

]
f(x) =

(
d

dyµ
d

dyν
− d

dyν
d

dyµ

)
f(x) (2.1.24)

=
(
ε α
µ̂ ∂αε

β
ν̂ − ε

α
ν̂ ∂αε

β
µ̂

)
∂βf(x) 6= 0. (2.1.25)

A theorem in differential geometry – see, for instance, Schutz [4] for a pedagogical discussion –
tells us:

A set of 1 < N ≤ d vector fields {d/dξµ} form a coordinate basis in the
N−dimensional space(time) they inhabit, if and only if they commute.

When N = d, and if [d/dyµ, d/dyν ] = 0 in eq. (2.1.23), we would not only have found coordinates
{yµ} for our spacetime, we would have found this spacetime is a flat one.

It is important to clarify what a coordinate system is. In 2D, for instance, if we had
[d/dy0, d/dy1] 6= 0. This means it is not possible to vary the ‘coordinate’ y0 (i.e., along the
integral curve of d/dy0) without holding the ‘coordinate’ y1 fixed; and it is not possible to hold
y0 fixed while moving along the integral curve of d/dy1.

Problem 2.1. Example: Schutz [4] Exercise 2.1 In 2D flat space, starting from Carte-
sian coordinates xi, we may convert to cylindrical coordinates

(x1, x2) = r(cosφ, sinφ). (2.1.26)

The pair of vector fields (∂r, ∂φ) do form a coordinate basis – it is possible to hold r fixed while
going along the integral curve of ∂φ and vice versa. However, show via a direct calculation that

the following commutator involving the unit vector fields r̂ and φ̂ is not zero:[
r̂, φ̂
]
f(r, φ) 6= 0; (2.1.27)

where

r̂ ≡ cos(φ)∂x1 + sin(φ)∂x2 , (2.1.28)

φ̂ ≡ − sin(φ)∂x1 + cos(φ)∂x2 . (2.1.29)

Therefore r̂ and φ̂ do not form a coordinate basis.

4In d−spacetime dimensions, if there were n ‘time’ directions and (d−n) ‘spatial’ ones, then this carries with
it the assumption that gµν has n positive eigenvalues and (d− n) negative ones.
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Timelike, spacelike, and null distances/vectors A fundamental difference between
(curved) space and spacetime, is that the former involves strictly positive distances while the
latter – because of the η00 = +1 for orthonormal ‘time’ versus ηii = −1 for the ith orthonormal
space component – involves positive, zero, and negative distances.

With our ‘mostly minus’ sign convention (cf. eq. (3.0.2)), a vector vµ is:

• Time-like if v2 ≡ ηµνv
µ̂vν̂ > 0. We shall soon see that, if v2 > 0, it is always possible

to find a Lorentz transformation Λ (cf. eq. (2.1.3)) such that Λµ
αv

α̂ = (v′0̂,~0). In flat
spacetime, if ds2 = ηµνdx

µdxν > 0 then this result indicates it is always possible to find
an inertial frame where ds2 = dt′2: hence the phrase ‘timelike’.

More generally, for a timelike trajectory zµ(λ) in curved spacetime – i.e., gµν(dz
µ/dλ)(dzν/dλ) >

0, we may identify

dτ ≡ dλ

√
gµν(z(λ))

dzµ

dλ

dzν

dλ
(2.1.30)

as the (infinitesimal) proper time, the time read by the watch of an observer whose worldline
is zµ(λ). (As a check: when gµν = ηµν and the observer is at rest, namely d~z = 0, then
dτ = dt.) Using orthonormal frame fields in eq. (2.1.16),

dτ = dλ

√
ηαβ

dzα̂

dλ

dzβ̂

dλ
,

dzα̂

dλ
≡ εα̂µ

dzµ

dλ
. (2.1.31)

Furthermore, since vµ̂ ≡ dzµ̂/dλ is assumed to be timelike, it must be possible to find a

Lorentz transformation Λµ
ν such that Λµ

νv
ν̂ = (v′0̂,~0); assuming dλ > 0,

dτ = dλ

√
ηµνΛ

µ
αΛν

β

dzα̂

dλ

dzβ̂

dλ
,

= dλ

√√√√(dz′0̂

dλ

)2

= |dz′0̂|. (2.1.32)

• Space-like if v2 ≡ ηµνv
µ̂vν̂ < 0. We shall soon see that, if v2 < 0, it is always possible

to find a Lorentz transformation Λ such that Λµ
αv

α̂ = (0, v ′̂i). In flat spacetime, if ds2 =
ηµνdx

µdxν < 0 then this result indicates it is always possible to find an inertial frame
where ds2 = −d~x′2: hence the phrase ‘spacelike’.

More generally, for a spacelike trajectory zµ(λ) in curved spacetime – i.e., gµν(dz
µ/dλ)(dzν/dλ) <

0, we may identify

d` ≡ dλ

√∣∣∣∣gµν(z(λ))
dzµ

dλ

dzν

dλ

∣∣∣∣ (2.1.33)

as the (infinitesimal) proper length, the distance read off some measuring rod whose tra-
jectory is zµ(λ). (As a check: when gµν = ηµν and dt = 0, i.e., the rod is lying on the
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constant−t surface, then d` = |d~x · d~x|1/2.) Using the orthonormal frame fields in eq.
(2.1.16),

d` = dλ

√√√√∣∣∣∣∣ηαβ dzα̂

dλ

dzβ̂

dλ

∣∣∣∣∣, dzα̂

dλ
≡ εα̂µ

dzµ

dλ
. (2.1.34)

Furthermore, since vµ̂ ≡ dzµ̂/dλ is assumed to be spacelike, it must be possible to find a

Lorentz transformation Λµ
ν such that Λµ

νv
ν̂ = (0, v ′̂i); assuming dλ > 0,

d` = dλ

√
ηµνΛ

µ
αΛν

β

dzα̂

dλ

dzβ̂

dλ
= |d~z′| ; (2.1.35)

d~z ′̂i ≡ Λi
µε

µ̂
νdz

ν . (2.1.36)

• Null if v2 ≡ ηµνv
µ̂vν̂ = 0. We have already seen, in flat spacetime, if ds2 = ηµνdx

µdxν = 0
then |d~x|/dx0 = |d~x′|/dx′0 = 1 in all inertial frames.

It is physically important to reiterate: one of the reasons why it is important to make such a
distinction between vectors, is because it is not possible to find a Lorentz transformation that
would linearly transform one of the above three types of vectors into another different type –
for e.g., it is not possible to Lorentz transform a null vector into a time-like one (a photon has
no ‘rest frame’); or a time-like vector into a space-like one; etc. This is because their Lorentzian
‘norm’

v2 ≡ ηµνv
µ̂vν̂ = ηµνΛ

µ
αΛν

βv
′α̂v′β̂ (2.1.37)

has to be invariant under all Lorentz transformations vµ̂ ≡ Λµ
αv
′α̂. This in turn teaches us: if v2

were positive, it has to remain so; likewise, if it were zero or negative, a Lorentz transformation
cannot alter this attribute.

Problem 2.2. Orthonormal Frames in Kerr-Schild Spacetimes A special class of
geometries, known as Kerr-Schild spacetimes, take the following form.

gµν = ḡµν +Hkµkν (2.1.38)

Many of the known black hole spacetimes can be put in this form; and in such a context, ḡµν
usually refers to flat or de Sitter spacetime.5 The kµ is null with respect to ḡµν , and we shall
move its indices with ḡµν .

Verify that the inverse metric is

gµν = ḡµν −Hkµkν , (2.1.39)

where ḡµσ is the inverse of ḡµσ, namely ḡµσḡσν ≡ δµν . Then, verify that the orthonormal frame
fields are

εα̂µ = δαµ +
1

2
Hkαkµ. (2.1.40)

Can you explain why kµ is also null with respect to the full metric gµν?

5See Gibbons et al. [6] arXiv: hep-th/0404008. The special property of Kerr-Schild coordinates is that
Einstein’s equations become linear in these coordinates.
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Proper times and Gravitational Time Dilation Consider two observers sweeping
out their respective timelike worldlines in spacetime, yµ(λ) and zµ(λ). If we use the time coor-
dinate of the geometry to parameterize their trajectories, their proper times – i.e., the time read
by their watches – are given by

dτy ≡ dt
√
gµν(y(t))ẏµẏν , ẏµ ≡ dyµ

dt
; (2.1.41)

dτz ≡ dt
√
gµν(z(t))żµżν , żµ ≡ dzµ

dt
. (2.1.42)

In flat spacetime, clocks that are synchronized in one frame are no longer synchronized in a
different frame – chronology is not a Lorentz invariant. We see that, in curved spacetime,
the infinitesimal passage of proper time measured by observers at the same ‘coordinate time’ t
depends on their spacetime locations:

dτy
dτz

=

√
gµν(y(t))ẏµẏν

gαβ(z(t))ẏαẏβ
. (2.1.43)

More generally, to compare the passage of time on one observer’s trajectory yµ(λ1 ≤ λ ≤ λ2)

against another zµ(λ′1 ≤ λ′ ≤ λ′2), the integrals
∫ λ2
λ1

dλ
√
gµν ẏµẏν and

∫ λ′2
λ′1

dλ′
√
gµν żµżν have to

be evaluated.

Problem 2.3. Example We will have more to say about this later, but the spacetime
geometry around the Earth itself can be approximated by the line element

ds2 =
(

1− rs,E
r

)
dt2 − dr2

1− rs,E/r
− r2

(
dθ2 + sin(θ)2dφ2

)
, (2.1.44)

where t is the time coordinate and (r, θ, φ) are analogs of the spherical coordinates. Whereas
rs,E is known as the Schwarzschild radius of the Earth, and depends on the Earth’s mass ME

through the expression

rs,E ≡ 2GNME. (2.1.45)

Find the 4−beins of the geometry in eq. (2.1.44). Then find the numerical value of rs,E in eq.
(2.1.45) and take the ratio rs,E/RE, where RE is the radius of the Earth. Explain why this means
we may – for practical purposes – expand the metric in eq. (2.1.45) as

ds2 =
(

1− rs,E
r

)
dt2 − dr2

(
1 +

rs,E
r

+
(rs,E
r

)2
+
(rs,E
r

)3
+ . . .

)
− r2

(
dθ2 + sin(θ)2dφ2

)
. (2.1.46)

Since we are not in flat spacetime, the (t, r, θ, φ) are no longer subject to the same interpretation.
However, use your computation of rs,E/RE to estimate the error incurred if we do continue to
interpret t and r as though they measured time and radial distances, with respect to a frame
centered at the Earth’s core.
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Consider placing one clock at the base of the Taipei 101 tower and another at its tip. Denoting
the time elapsed at the base of the tower as ∆τB; that at the tip as ∆τT; and assuming for
simplicity the Earth is a perfect sphere – show that

∆τB
∆τT

=

√
g00(RE)

g00(RE + h101)
≈ 1 +

1

2

(
rs,E

RE + h101
− rs,E
RE

)
. (2.1.47)

Here, RE is the radius of the Earth and h101 is the height of the Taipei 101 tower.
In actuality, both clocks are in motion, since the Earth is rotating. Can you estimate what

is the error incurred from assuming they are at rest? First arrive at eq. (2.1.47) analytically,
then plug in the relevant numbers to compute the numerical value of ∆τB/∆τT. Does the clock
at the base of Taipei 101 or that on its tip tick more slowly?

This gravitational time dilation is an effect that needs to be accounted for when setting up
a network of Global Positioning Satellites (GPS); for details, see here. See also the Wikipedia
article on the Pound-Rebka experiment, the first verification of the gravitational time dilation
effect.

2.2 Connections, Curvature, Geodesics, Isometries, Weak & Einstein
Equivalence Principles, Tidal Forces

Connections, Christoffel Symbols & Riemann curvature tensor Because the partial
derivative itself cannot yield a tensor once it acts on tensor, we need to introduce a connection
Γµαβ, i.e.,

∇σV
µ = ∂σV

µ + ΓµσρV
ρ. (2.2.1)

Under a coordinate transformation of the partial derivatives and V µ, say going from x to x′,

∂σV
µ + ΓµσρV

ρ =
∂x′λ

∂xσ
∂xµ

∂x′ν
∂λ′V

ν′ +

(
∂x′λ

∂xσ
∂2xµ

∂x′λx′ν
+ Γµσρ

∂xρ

∂x′ν

)
V ν′ . (2.2.2)

On the other hand, if ∇σV
µ were to transform as a tensor,

∂σV
µ + ΓµσρV

ρ =
∂x′λ

∂xσ
∂xµ

∂x′ν
∂λ′V

ν′ +
∂x′λ

∂xσ
∂xµ

∂x′τ
Γτ
′

λ′ν′V
ν′ . (2.2.3)

Since V ν′ is an arbitrary vector, we may read off its coefficient on the right hand sides of equations
(2.2.2) and (2.2.3), and deduce the connection has to transform as

∂x′λ

∂xσ
∂2xµ

∂x′λx′ν
+ Γµσρ

∂xρ

∂x′ν
=
∂x′λ

∂xσ
∂xµ

∂x′τ
Γτ
′

λ′ν′ . (2.2.4)

Moving all the Jacobians onto the connection written in the {xµ} frame,

Γτ
′

κ′ν′(x
′) =

∂x′τ

∂xµ
∂2xµ

∂x′κx′ν
+
∂x′τ

∂xµ
Γµσρ(x)

∂xσ

∂x′κ
∂xρ

∂x′ν
. (2.2.5)

All connections have to satisfy this non-tensorial transformation law. On the other hand, if we
found an object that transforms according to eq. (2.2.5), and if one employs it in eq. (2.2.1),
then the resulting ∇αV

µ would transform as a tensor.
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Problem 2.4. Let us take the derivative of a 1-form instead:

∇αVµ = ∂αVµ + Γ′σαµVσ. (2.2.6)

Can you prove that

Γ′σαµ = −Γσαµ, (2.2.7)

where Γσαµ is the connection in eq. (2.2.1) – if we define the covariant derivative of a scalar to
be simply the partial derivative acting on the same, i.e.,

∇α (V µWµ) = ∂α (V µWµ)? (2.2.8)

You should assume the product rule holds, namely ∇α (V µWµ) = (∇αV
µ)Wµ + V µ (∇αWµ).

Expand these covariant derivatives in terms of the connections and argue why this leads to eq.
(2.2.7).

Suppose we found two such connections, (1)Γ
τ
κν(x) and (2)Γ

τ
κν(x). Notice their difference

does transform as a tensor because the first term on the right hand side involving the Hessian
∂2x/∂x′∂x′ cancels out:

(1)Γ
τ ′

κ′ν′(x
′)− (2)Γ

τ ′

κ′ν′(x
′) =

∂x′τ

∂xµ
(
(1)Γ

µ
σρ(x)− (2)Γ

µ
σρ(x)

) ∂xσ
∂x′κ

∂xρ

∂x′ν
. (2.2.9)

Now, any connection can be decomposed into its symmetric and antisymmetric parts in the
following sense:

Γµαβ =
1

2
Γµ{αβ} +

1

2
Γµ[αβ]. (2.2.10)

This is, of course, mere tautology. However, let us denote

(1)Γ
µ
αβ ≡

1

2
Γµαβ, (2.2.11)

(2)Γ
µ
αβ ≡

1

2
Γµβα; (2.2.12)

so that

1

2
Γµ[αβ] = (1)Γ

µ
αβ − (2)Γ

µ
αβ ≡ T µαβ. (2.2.13)

We then see that this anti-symmetric part of the connection is in fact a tensor. It is the symmetric
part (1/2)Γµ{αβ} that does not transform as a tensor. For the rest of these notes, by Γµαβ we
shall always mean a symmetric connection. This means our covariant derivative would now read

∇αV
µ = ∂αV

µ + ΓµαβV
β + T µαβV

β. (2.2.14)

As is common within the physics literature, we proceed to set to zero the torsion term T µαβ. If
we further impose the metric compatibility condition,

∇µgαβ = 0, (2.2.15)
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then this implies

Γµαβ =
1

2
gµσ (∂αgβσ + ∂βgασ − ∂σgαβ) . (2.2.16)

The measure of local spacetime curvature that is equivalent to parallel transporting a vector V µ

around an infinitesimal closed loop formed by the tangent vectors Aµ and Bµ, is the following
commutator. With the notation ∇A ≡ Aσ∇σ, denoting the covariant derivative along A, etc.,

[∇A,∇B]V µ ≡ Aσ∇σ (Bρ∇ρV
µ)−Bσ∇σ (Aρ∇ρV

µ)

= (Aσ∇σB
ρ∇ρ −Bσ∇σA

ρ∇ρ)V
µ + AσBρ[∇σ,∇ρ]V

µ. (2.2.17)

Let us compute the two groups separately. Firstly,

[A,B]ρ∇ρV
µ ≡ (Aσ∇σB

ρ∇ρ −Bσ∇σA
ρ∇ρ)V

µ

=
(
Aσ∂σB

ρ + ΓρσλA
σBλ − Aσ∂σBρ − ΓρσλA

σBλ
)
∇ρV

µ

= (Aσ∂σB
ρ − Aσ∂σBρ)∇ρV

µ. (2.2.18)

Next, we need AσBρ[∇σ,∇ρ]V
µ = AσBρ(∇σ∇ρ −∇ρ∇σ)V µ. The first term is

AσBρ∇σ∇ρV
µ = AσBρ

(
∂σ∇ρV

µ − Γλσρ∇λV
µ + Γµσλ∇ρV

λ
)

= AσBρ
(
∂σ
(
∂ρV

µ + ΓµρλV
λ
)
− Γλσρ

(
∂λV

µ + ΓµλωV
ω
)

+ Γµσλ
(
∂ρV

λ + ΓλρωV
ω
))

= AσBρ
{
∂σ∂ρV

µ + ∂σΓµρλV
λ + Γµρλ∂σV

λ − Γλσρ
(
∂λV

µ + ΓµλωV
ω
)

+ Γµσλ
(
∂ρV

λ + ΓλρωV
ω
)}

. (2.2.19)

Swapping (σ ↔ ρ) within the parenthesis {. . . } and subtract the two results, we gather

AσBρ[∇σ,∇ρ]V
µ = AσBρ

{
∂[σΓµρ]λV

λ + Γµλ[ρ∂σ]V
λ − Γλ[σρ]

(
∂λV

µ + ΓµλωV
ω
)

+ Γµλ[σ∂ρ]V
λ + Γµλ[σΓλρ]ωV

ω
}

(2.2.20)

= AσBρ
{
∂[σΓµρ]λV

λ + Γµλ[σΓλρ]ωV
ω
}

(2.2.21)

Notice we have used the symmetry of the Christoffel symbols Γµαβ = Γµβα to arrive at this
result. Since A and B are arbitrary, let us observe that the commutator of covariant derivatives
acting on a vector field is not a different operator, but rather an algebraic operation:

[∇α,∇β]V µ = Rµ
ναβV

ν , (2.2.22)

Rα
βµν = ∂[µΓαν]β + Γασ[µΓσν]β (2.2.23)

= ∂µΓανβ − ∂νΓαµβ + ΓασµΓσνβ − ΓασνΓ
σ
µβ. (2.2.24)

Inserting the results in equations (2.2.18) and (2.2.21) into eq. (2.2.17) – we gather, for arbitrary
vector fields A and B: (

[∇A,∇B]−∇[A,B]

)
V µ = Rµ

ναβV
νAαBβ. (2.2.25)
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Problem 2.5. Symmetries of the Riemann tensor Explain why, if a tensor Σαβ is anti-
symmetric in one coordinate system, it has to be anti-symmetric in any other coordinate system.
Similarly, explain why, if Σαβ is symmetric in one coordinate system, it has to be symmetric in
any other coordinate system. Compute the Riemann tensor in a locally flat coordinate system
and show that

Rαβµν =
1

2

(
∂β∂[µgν]α − ∂α∂[µgν]β

)
. (2.2.26)

From this result, argue that Riemann has the following symmetries:

Rµναβ = Rαβµν , Rµναβ = −Rνµαβ, Rµναβ = −Rµνβα. (2.2.27)

This indicates the components of the Riemann tensor are not all independent. Below, we shall see
there are additional differential relations (aka “Bianchi identities”) between various components
of the Riemann tensor.

Finally, use these symmetries to show that

[∇α,∇β]Vν = −Rµ
ναβVµ. (2.2.28)

Hint: Start with [∇α,∇β](gνσV
σ).

Ricci tensor and scalar Because of the symmetries of Riemann in eq. (2.2.27), we have
gαβRαβµν = −gαβRβαµν = −gβαRβαµν = 0; and likewise, R µ

αβµ = 0. In fact, the Ricci tensor is
defined as the sole distinct and non-zero contraction of Riemann:

Rµν ≡ Rσ
µσν . (2.2.29)

This is a symmetric tensor, Rµν = Rνµ, because of eq. (2.2.27); for,

Rµν = gσρRσµρν = gρσRρνσµ = Rνµ. (2.2.30)

Its contraction yields the Ricci scalar

R ≡ gµνRµν . (2.2.31)

Problem 2.6. Commutator of covariant derivatives on higher rank tensor Prove
that

[∇µ,∇ν ]T
α1...αN

β1...βM

= Rα1
σµνT

σα2...αN
β1...βM

+Rα2
σµνT

α1σα3...αN
β1...βM

+ · · ·+RαN
σµνT

α1...αN−1σ
β1...βM

−Rσ
β1µν

Tα1...αN
σβ2...βM

−Rσ
β2µν

Tα1...αN
β1σβ3...βM

− · · · −Rσ
βMµν

Tα1...αN
β1...βM−1σ

. (2.2.32)

What is [∇α,∇β]ϕ, where ϕ is a scalar?

Problem 2.7. Differential Bianchi identities I Let ωµ be an arbitrary 1-form. Show
that ∇[α∇βωδ] = 0. Why does that imply that

Rµ
[αβδ] = 0? (2.2.33)
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Problem 2.8. Differential Bianchi identities II If [A,B] ≡ AB − BA, can you show
that the differential operator

[∇α, [∇β,∇δ]] + [∇β, [∇δ,∇α]] + [∇δ, [∇α,∇β]] (2.2.34)

is actually zero? Why does that imply

∇[αR
µν
βδ] = 0? (2.2.35)

Using this result, show that

∇σR
σβ
µν = ∇[µR

β
ν]. (2.2.36)

The Einstein tensor is defined as

Gµν ≡ Rµν −
1

2
gµνR. (2.2.37)

From eq. (2.2.36) can you show the divergence-less property of the Einstein tensor, i.e.,

∇µGµν = ∇µ

(
Rµν −

1

2
gµνR

)
= 0? (2.2.38)

This will be an important property when discussing Einstein’s equations for General Relativity.

Geodesics As already noted, even in flat spacetime, ds2 is not positive-definite (cf.
(2.1.1)), unlike its purely spatial counterpart. Therefore, when computing the distance along a
line in spacetime zµ(λ), with boundary values z(λ1) ≡ x′ and z(λ2) ≡ x, we need to take the
square root of its absolute value:

s =

∫ λ2

λ1

∣∣∣∣gµν (z(λ))
dzµ(λ)

dλ

dzν(λ)

dλ

∣∣∣∣1/2 dλ. (2.2.39)

A geodesic in curved spacetime that joins two points x and x′ is a path that extremizes the
distance between them. Using an affine parameter to describe the geodesic, i.e., using a λ such
that

√
|gµν żµżν | = constant, this amounts to imposing the principle of stationary action on

Synge’s world function:

σ(x, x′) ≡ 1

2
(λ2 − λ1)

∫ λ2

λ1

gαβ (z(λ))
dzα

dλ

dzβ

dλ
dλ, (2.2.40)

zµ(λ1) = x′µ, zµ(λ2) = xµ. (2.2.41)

When evaluated on geodesics, eq. (2.2.40) is half the square of the geodesic distance between x
and x′. The curved spactime geodesic equation in affine-parameter form which follows from eq.
(2.2.40), is

D2zµ

dλ2
≡ d2zµ

dλ2
+ Γµαβ

dzα

dλ

dzβ

dλ
= 0. (2.2.42)
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The Lagragian associated with eq. (2.2.40),

Lg ≡
1

2
gµν(z(λ))żµżν , żµ ≡ dzµ

dλ
, (2.2.43)

not only oftentimes provides a more efficient means of computing the Christoffel symbols, it is
a constant of motion. Unlike the curved space case, however, this Lagrangian Lg can now be
positive, zero, or negative.

• If żµ is timelike, then by choosing the affine parameter to be proper time dλ
√
gµν żµżν = dτ ,

we see that the Lagrangian is then set to Lg = 1/2.

• If żµ is spacelike, then by choosing the affine parameter to be proper length dλ
√
|gµν żµżν | =

d`, we see that the Lagrangian is then set to Lg = −1/2.

• If żµ is null, then the Lagrangian is zero: Lg = 0.

Formal solution to geodesic equation We may re-write eq. (2.2.42) into an integral equation
by simply integrating both sides with respect to the affine parameter λ:

vµ(λ) = vµ(λ1)−
∫ z(λ)

z(λ1)

Γµαβv
αdzβ; (2.2.44)

where vµ ≡ dzµ/dλ; the lower limit is λ = λ1; and we have left the upper limit indefinite. The
integral on the right hand side can be viewed as an integral operator acting on the tangent
vector at vα(z(λ)). By iterating this equation infinite number of times – akin to the Born series
expansion in quantum mechanics – it is possible to arrive at a formal (as opposed to explicit)
solution to the geodesic equation.

Problem 2.9. Synge’s World Function In Minkowski Verify that Synge’s world func-
tion (cf. (2.2.40)) in Minkowski spacetime is

σ̄(x, x′) =
1

2
(x− x′)2 ≡ 1

2
ηµν(x− x′)µ(x− x′)ν , (2.2.45)

(x− x′)µ ≡ xµ − x′µ. (2.2.46)

Hint: If we denote the geodesic zµ(0 ≤ λ ≤ 1) joining x′ to x in Minkowski spacetime, verify
that the solution is

zµ(0 ≤ λ ≤ 1) = x′µ + λ(x− x′)µ. (2.2.47)

Problem 2.10. Show that eq. (2.2.42) takes the same form under re-scaling and constant shifts
of the parameter λ. That is, if

λ = aλ′ + b, (2.2.48)

for constants a and b, then eq. (2.2.42) becomes

D2zµ

dλ′2
≡ d2zµ

dλ′2
+ Γµαβ

dzα

dλ′
dzβ

dλ′
= 0. (2.2.49)

For the timelike and spacelike cases, this is telling us that proper time and proper length are
respectively only defined up to an overall re-scaling and an additive shift. In other words, both
the base units and its ‘zero’ may be altered at will.
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Problem 2.11. Let vµ(x) be a vector field defined throughout a given spacetime. Show that
the geodesic equation (2.2.42) follows from

vσ∇σv
µ = 0, (2.2.50)

i.e., vµ is parallel transported along itself – provided we recall the ‘velocity flow’ interpretation
of a vector field:

vµ (z(s)) =
dzµ

ds
. (2.2.51)

Parallel transport preserves norm-squared The metric compatibility condition (eq. (2.2.15))
obeyed by the covariant derivative ∇α can be thought of as the requirement that the norm-
squared v2 ≡ gµνv

µvν of a geodesic vector (vµ subject to eq. (2.2.50)) be preserved under
parallel transport. Can you explain this statement using the appropriate equations?

Non-affine form of geodesic equation Suppose instead

vσ∇σv
µ = κvµ. (2.2.52)

This is the more general form of the geodesic equation, where the parameter λ is not an affine
one. Nonetheless, by considering the quantity vσ∇σ(vµ/(vνv

ν)p), for some real number p, show
how eq. (2.2.52) can be transformed into the form in eq. (2.2.50); that is, identify an appropriate
v′µ such that

v′σ∇σv
′µ = 0. (2.2.53)

You should comment on how this re-scaling fails when vµ is null.
Starting from the finite distance integral

s ≡
∫ λ2

λ1

dλ
√
|gµν(z(λ))żµżν |, żµ ≡ dzµ

dλ
, (2.2.54)

zµ(λ1) = x′, zµ(λ2) = x (2.2.55)

show that demanding s be extremized leads to the non-affine geodesic equation

z̈µ + Γµαβ ż
αżβ = żµ

d

dλ
ln
√
gαβ żαżβ. (2.2.56)

Problem 2.12. Conserved quantities along geodesics If pµ denotes the ‘momentum’
variable of a geodesic

pµ ≡
∂Lg

∂żµ
, (2.2.57)

where Lg is defined in eq. (2.2.43), and if ξµ is a Killing vector of the same geometry ∇{αξβ} = 0,
show that

ξµ(z(λ))pµ(λ) (2.2.58)

is a constant along the geodesic zµ(λ).
The vector field version of this result goes as follows.
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If the geodesic equation vσ∇σv
µ = 0 holds, and if ξµ is a Killing vector, then ξνv

ν

is conserved along the integral curve of vµ.

Can you demonstrate the validity of this statement?

Weak Equivalence Principle, “Free-Fall” & Gravity as a Non-Force The universal
nature of gravitation – how it appears to act in the same way upon all material bodies inde-
pendent of their internal composition – is known as the Weak Equivalence Principle. Within
non-relativistic physics, the acceleration of some mass M1 located at ~x1, due to the Newtonian
gravitational ‘force’ exerted by some other mass M2 at ~x2, is given by

M1
d2~x1
dt2

= −n̂GNM1M2

|~x1 − ~x2|2
, n̂ ≡ ~x1 − ~x2

|~x1 − ~x2|
. (2.2.59)

Strictly speaking the M1 on the left hand side is the ‘inertial mass’, a characterization of the
resistance – so to speak – of any material body to being accelerated by an external force. While
the M1 on the right hand side is the ‘gravitational mass’, describing the strength to which
the material body interacts with the gravitational ‘force’. Viewed from this perspective, the
equivalence principle is the assertion that the inertial and gravitational masses are the same, so
that the resulting motion does not depend on them:

d2~x1
dt2

= −n̂ GNM2

|~x1 − ~x2|2
. (2.2.60)

This Weak Equivalence Principle6 is one of the primary motivations that led Einstein to recognize
gravitation as the manifestation of curved spacetime. The reason why inertial mass equals
gravitational mass, for instance, is because material bodies now follow (timelike) geodesics zµ(τ)
in curved spacetimes:

D2zµ

dτ 2
≡ d2zµ

dτ 2
+ Γµαβ

dzα

dτ

dzβ

dτ
= 0; gµν (z(λ))

dzµ

dτ

dzν

dτ
> 0; (2.2.61)

so that their motion only depends on the curved geometry itself and does not depend on their
own mass.7 From this point of view, gravity is no longer a force, and this is why the title of this
section reads “. . . Kinematics in Curved Spacetime”.

Note that, strictly speaking, this “gravity-induced-dynamics-as-geodesics” is actually an ide-
alization that applies for material bodies with no internal structure and whose proper sizes are
very small compared to the length scale(s) associated with the geometric curvature itself. In real-
ity, all physical systems have internal structure – non-trivial quadrupole moments, spin/rotation,
etc. – and may furthermore be large enough that their full dynamics require detailed analysis
to understand properly.

Newton vs. Einstein Observe that the Newtonian gravity of eq. (2.2.59) in an instan-
taneous force, in that the force on body 1 due to body 2 (or, vice versa) changes immediately

6See Will [5] arXiv: 1403.7377 for a review on experimental tests of various versions of the Equivalence
Principle and other aspects of General Relativity.

7If there were an external non-gravitational force fµ, then the covariant Newton’s second law for a system of
mass M would read: MD2zµ/dτ2 = fµ.
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when body 2 starts changing its position ~x2 – even though it is located at a finite distance
away. However, Special Relativity tells us there ought to be an ultimate speed limit in Nature,
i.e., nothing can travel faster than c. This apparent inconsistency between Newtonian gravity
and Einstein’s Special Relativity is of course a driving motivation that led Einstein to General
Relativity. As we shall see shortly, by postulating that the effects of gravitation are in fact the
result of residing in a curved spacetime, the Lorentz symmetry responsible for Special Relativity
is recovered in any local “free-falling” frame.

Massless particles Finally, this dynamics-as-geodesics also led Einstein to realize – if
gravitation does indeed apply universally – that massless particles such as photons, i.e., elec-
tromagnetic waves, must also be influenced by the gravitational field too. This is a significant
departure from Newton’s law of gravity in eq. (2.2.59), which may lead one to suspect otherwise,
since Mphoton = 0. We shall justify this statement more quantitatively below, but to leading
order in the JWKB approximation, photons in fact sweep out null geodesics zµ(λ) in curved
spacetimes:

D2zµ

dλ2
= 0, gµν (z(λ))

dzµ

dλ

dzν

dλ
= 0. (2.2.62)

Locally flat coordinates, Einstein Equivalence Principle & Symmetries We now
come to one of the most important features of curved spacetimes. In the neighborhood of a
timelike geodesic yµ = (s, ~y), one may choose Fermi normal coordinates xµ ≡ (s, ~x) such that
spacetime appears flat up to distances of O(1/|maxRµναβ(y(s))|1/2):

g00(x) = 1−R0a0b(s) · (xa − ya)(xb − yb) +O
(
(x− y)3

)
, (2.2.63)

g0i(x) = −2

3
R0aib(s) · (xa − ya)(xb − yb) +O

(
(x− y)3

)
, (2.2.64)

gij(x) = ηij −
1

3
Riajb(s) · (xa − ya)(xb − yb) +O

(
(x− y)3

)
. (2.2.65)

Here x0 = s is the time coordinate, and is also the proper time of the observer with the trajectory
yµ(s). Suppose you were placed inside a closed box, so you cannot tell what’s outside. Then
provided the box is small enough, you will not be able to distinguish between being in “free-fall”
in a gravitational field versus being in a completely empty Minkowski spacetime.

As already alluded to in the “Newton vs. Einstein” discussion above, just as the rotation
and translation symmetries of flat Euclidean space carried over to a small enough region of
curved spaces – the FNC expansion of equations (2.2.63) through (2.2.65) indicates that, within
the spacetime neighborhood of a freely-falling observer, any curved spacetime is Lorentz and
spacetime-translation symmetric. To sum:

Physically speaking, in a freely falling frame {xµ} – i.e., centered along a timelike
geodesic at x = y – physics in a curved spacetime is the same as that in flat Minkowski
spacetime up to corrections that go at least as

εE ≡
Length or inverse mass scale of system

Length scale of the spacetime geometric curvature
. (2.2.66)

This is the essence of the equivalence principle that lead Einstein to recognize curved spacetime
to be the setting to formulate his General Theory of Relativity. As a simple example, the
geodesic yµ itself obeys the free-particle version of Newton’s 2nd law: d2yi/ds2 = 0.
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Problem 2.13. Verify that the coefficients in front of the Riemann tensor in equations (2.2.63),
(2.2.64) and (2.2.65) are independent of the spacetime dimension. That is, starting with

g00(x) = 1− A ·R0a0b(s) · (x− y)a(x− y)b +O
(
(x− y)3

)
, (2.2.67)

g0i(x) = −B ·R0aib(s) · (x− y)a(x− y)b +O
(
(x− y)3

)
, (2.2.68)

gij(x) = ηij − C ·Riajb(s) · (x− y)a(x− y)b +O
(
(x− y)3

)
, (2.2.69)

where A,B,C are unknown constants, compute the Riemann tensor at x = y.

Problem 2.14. Gravitational force in a weak gravitational field Consider the fol-
lowing metric:

gµν(t, ~x) = ηµν + 2Φ(~x)δµν , (2.2.70)

where Φ(~x) is time-independent. Assume this is a weak gravitational field, in that |Φ| � 1
everywhere in spacetime, and there are no non-gravitational forces. Below, you will show that
the linearized Einstein’s equations reduce to the familiar Poisson equation

~∇2Φ = 4πGNρ, (2.2.71)

where ρ(~x) is the mass/energy density of matter.
Starting from the non-affine form of the action principle

−Ms = −M
∫ t2

t1

dt
√
gµν żµżν , żµ ≡ dzµ

dt

= −M
∫ t2

t1

dt
√

1− ~v2 + 2Φ(1 + ~v2), ~v2 ≡ δij ż
iżj; (2.2.72)

expand this action to lowest order in ~v2 and Φ and work out the geodesic equation of a ‘test
mass’ M sweeping out some worldline zµ in such a spacetime. (You should find something very
familiar from Classical Mechanics.) Show that, in this non-relativistic limit, Newton’s law of
gravitation is recovered:

d2zi

dt2
= −∂iΦ. (2.2.73)

We see that, in the weakly curved spacetime of eq. (2.2.70), Φ may be identified as the Newtonian
potential.

Geodesic deviation & Tidal Forces We now turn to the derivation of the geodesic
deviation equation. Consider two geodesics that are infinitesimally close-by. Let both of them
be parametrized by λ, so that we may connect one geodesic to the other at the same λ via an
infinitesimal vector ξµ. We will denote the tangent vector to one of geodesics to be Uµ, such
that

Uσ∇σU
µ = 0. (2.2.74)
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Furthermore, we will assume that [U, ξ] = 0, i.e., U and ξ may be integrated to form a 2D
coordinate system in the neighborhood of this pair of geodesics. Then

UαUβ∇α∇βξ
µ = ∇U∇Uξ

µ = −Rµ
ναβU

νξαUβ. (2.2.75)

As its name suggests, this equation tells us how the deviation vector ξµ joining two infinitesimally
displaced geodesics is accelerated by the presence of spacetime curvature through the Riemann
tensor. If spacetime were flat, the acceleration will be zero: two initially parallel geodesics will
remain so.

For a macroscopic system, if Uµ is a timelike vector tangent to, say, the geodesic trajectory
of its center-of-mass, the geodesic deviation equation (2.2.75) then describes tidal forces acting
on it. In other words, the relative acceleration between the ‘particles’ that comprise the system
– induced by spacetime curvature – would compete with the system’s internal forces.8

Derivation of eq. (2.2.75) Starting with the geodesic equation Uσ∇σU
µ = 0, we may take

its derivative along ξ.

ξα∇α

(
Uβ∇βU

µ
)

= 0,(
ξα∇αU

β − Uα∇αξ
β
)
∇βU

µ + Uβ∇βξ
α∇αU

µ + ξαUβ∇α∇βU
µ = 0

[ξ, U ]β∇βU
µ + Uβ∇β(ξα∇αU

µ)− Uβξα∇β∇αU
µ + ξαUβ∇α∇βU

µ = 0

Uβ∇β(Uα∇αξ
µ) = −ξαUβ[∇α,∇β]Uµ

Uβ∇β(Uα∇αξ
µ) = −ξαUβRµ

ναβU
ν . (2.2.76)

We have repeatedly used [ξ, U ] = 0 to state, for example, ∇Uξ
ρ = Uσ∇σξ

ρ = ξσ∇σU
ρ = ∇ξU

ρ.
It is also possible to use a more elegant notation to arrive at eq. (2.2.75).

∇UU
µ = 0 (2.2.77)

∇ξ∇UU
µ = 0 (2.2.78)

∇U ∇ξU
µ︸ ︷︷ ︸

=∇U ξµ

+ [∇ξ,∇U ]Uµ = 0 (2.2.79)

∇U∇Uξ
µ = −Rµ

ναβU
νξαUβ (2.2.80)

On the last line, we have exploited the assumption that [U, ξ] = 0 to say [∇ξ,∇U ]Uµ =
([∇ξ,∇U ]−∇[ξ,U ])U

µ – recall eq. (2.2.25).

Problem 2.15. Geodesic deviation & FNC Argue that all the Christoffel symbols Γαµν
evaluated along the free-falling geodesic in equations (2.2.63)-(2.2.65), namely when x = y,
vanish. Then argue that all the time derivatives of the Christoffel symbols vanish along y too:
∂n≥1s Γαµν = 0. Why does this imply, denoting Uµ ≡ dyµ/ds, the geodesic equation

Uν∇νU
µ =

dUµ

ds
= 0? (2.2.81)

8The first gravitational wave detectors were in fact based on measuring the tidal squeezing and stretching of
solid bars of aluminum. They are known as “Weber bars”, named after their inventor Joseph Weber.
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Next, evaluate the geodesic deviation equation in these Fermi Normal Coordinates (FNC) sys-
tem. Specifically, show that

UαUβ∇α∇βξ
µ =

d2ξµ

ds2
= −Rµ

0ν0ξ
ν . (2.2.82)

Why does this imply, if the deviation vector is purely spatial at a given s = s0, specifically
ξ0(s0) = dξ0/ds0 = 0, then it remains so for all time?

Let us pause to summarize the physics we have revealed thus far.

In a curved spacetime, the collective motion of a system of mass M sweeps out
a timelike geodesic, whose dynamics is actually independent of M as long as its
internal structure can be neglected. In the co-moving frame of an observer situated
within this same system, physical laws appear to be the same as that in Minkowski
spacetime up to distances of order 1/|maxRα̂β̂µ̂ν̂ |1/2. However, once the finite size of
the physical system is taken into account, one would find tidal forces exerted upon
it due to spacetime curvature itself – this is described by the geodesic deviation eq.
(2.2.82).

Killing vectors A geometry is said to enjoy an isometry – or, symmetry – when we perform
the following infinitesimal coordinate transformation

xµ → xµ + ξµ(x) (2.2.83)

and find that the geometry is unchanged

gµν(x)→ gµν(x) +O
(
ξ2
)
. (2.2.84)

Generically, under the infinitesimal coordinate transformation of eq. (2.2.83),

gµν(x)→ gµν(x) +∇µξν +∇νξµ. (2.2.85)

where

∇{µξν} = ξσ∂σgµν + gσ{µ∂ν}ξ
σ. (2.2.86)

If an isometry exists along the integral curve of ξµ, it has to obey Killing’s equation

∇{µξν} = 0. (2.2.87)

In fact, by exponentiating the infinitesimal coordinate transformation, it is possible to show that
– if ξµ is a Killing vector (i.e., it satisfies eq. (2.2.87)), then an isometry exists along its integral
curve. In other words,

A spacetime geometry enjoys an isometry (aka symmetry) along the integral curve
of ξµ iff it obeys ∇{αξβ} = 0.
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In a d−dimensional spacetime, there are at most d(d + 1)/2 Killing vectors. A spacetime that
has d(d+1)/2 Killing vectors is called maximally symmetric. (See Weinberg [3] for a discussion.)

Now let us also consider the second derivatives of ξµ. Consider

0 = ∇δ∇{αξβ} (2.2.88)

= [∇δ,∇α]ξβ +∇α∇δξβ + [∇δ,∇β]ξα +∇β∇δξα (2.2.89)

= −Rλ
βδαξλ −∇α∇βξδ −Rλ

αδβξλ −∇β∇αξδ (2.2.90)

Because Bianchi says 0 = Rλ
[αβδ] ⇒ Rλ

αβδ = Rλ
βαδ +Rλ

δβα.

0 = −Rλ
βδαξλ −∇α∇βξδ +

(
Rλ

βαδ +Rλ
δβα

)
ξλ −∇β∇αξδ (2.2.91)

0 = −2Rλ
βδαξλ −∇{β∇α}ξδ − [∇β,∇α]ξδ (2.2.92)

0 = −2Rλ
βδαξλ − 2∇β∇αξδ (2.2.93)

We have arrived at

∇α∇βξδ = Rλ
αβδξλ. (2.2.94)

Next, we will show that

The commutator of 2 Killing vectors is also a Killing vector.

Let U and V be Killing vectors. Let us compute

∇α(Uµ∇µVβ − V µ∇µUβ) + (α↔ β)

= ∇αU
µ∇µVβ −∇αV

µ∇µUβ + Uµ∇α∇µVβ − V µ∇α∇µUβ + (α↔ β)

= −∇µUα∇µVβ +∇µVα∇µUβ + Uµ∇[α∇µ]Vβ + Uµ∇µ∇αVβ − V µ∇[α∇µ]Uβ − V µ∇µ∇αUβ + (α↔ β)

= −UµRσ
βαµVσ + V µRσ

βαµUσ + (α↔ β)

= −U [µV σ]Rσ{βα}µ = 0

The (α ↔ β) means we are taking all the terms preceding it and swapping α ↔ β. Moreover,
we have repeatedly used the fact that ∇αUβ = −∇βUα and ∇αVβ = −∇βVα.

Problem 2.16. Killing vectors in Minkowski In Minkowski spacetime gµν = ηµν , with
Cartesian coordinates {xµ}, use eq. (2.2.94) to argue that the most general Killing vector takes
the form

ξµ = `µ + ωµνx
ν , (2.2.95)

for constant `µ and ωµν . (Hint: Think about Taylor expansions.) Then use the Killing equation
(2.2.87) to infer that

ωµν = −ωνµ. (2.2.96)

The `µ corresponds to infinitesimal spacetime translation and the ωµν to infinitesimal Lorentz
boosts and rotations. Explain why this implies the following are the Killing vectors of flat
spacetime:

∂µ (Generators of spacetime translations) (2.2.97)
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and

x[µ∂ν] (Generators of Lorentz boosts or rotations). (2.2.98)

There are d distinct ∂µ’s and (due to their antisymmetry) (1/2)(d2−d) distinct x[µ∂ν]’s. Therefore
there are a total of d(d+1)/2 Killing vectors in Minkowski – i.e., it is maximally symmetric.

It might be instructive to check our understanding of rotation and boosts against the 2D
case we will work out below via different means. Up to first order in the rotation angle θ, the
2D rotation matrix in eq. (3.0.44) reads

R̂i
j(θ) =

[
1 −θ
θ 1

]
+O

(
θ2
)
. (2.2.99)

In other words, R̂i
j(θ) = δij − θεij, where εij is the Levi-Civita symbol in 2D with ε12 ≡ 1.

Applying a rotation of the 2D Cartesian coordinates xi upon a test (scalar) function f ,

f(xi)→ f
(
R̂i

jx
j
)

= f
(
xi − θεijxj +O

(
θ2
))

(2.2.100)

= f(~x)− θεijxj∂if(~x) +O
(
θ2
)
. (2.2.101)

Since θ is arbitrary, the basic differential operator that implements an infinitesimal rotation of
the coordinate system on any Minkowski scalar is

−εijxj∂i = x1∂2 − x2∂1. (2.2.102)

This is the 2D version of eq. (2.2.98) for rotations. As for 2D Lorentz boosts, eq. (3.0.43) below
tells us

Λµ
ν(ξ) =

[
1 ξ
ξ 1

]
+O

(
ξ2
)
. (2.2.103)

(This ξ is known as rapidity.) Here, we have Λµ
ν = δµν + ξ · εµν , where εµν is the Levi-Civita

tensor in 2D Minkowski with ε01 ≡ 1. Therefore, to implement an infinitesimal Lorentz boost
on the Cartesian coordinates within a test (scalar) function f(xµ), we do

f(xµ)→ f
(
Λµ

νx
ν
)

= f
(
xµ + ξεµνx

ν +O
(
ξ2
))

(2.2.104)

= f(x)− ξενµxν∂µf(x) +O
(
ξ2
)
. (2.2.105)

Since ξ is arbitrary, to implement a Lorentz boost of the coordinate system on any Minkowski
scalar, the appropriate differential operator is

εµνx
µ∂ν = x0∂1 − x1∂0; (2.2.106)

which again is encoded within eq. (2.2.98).

Problem 2.17. Co-moving Observers & Rulers In Cosmology We live in a universe
that, at the very largest length scales, is described by the following spatially flat Friedmann-
Lemâıtre-Robertson-Walker (FLRW) metric

ds2 = dt2 − a(t)2d~x · d~x; (2.2.107)
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where a(t) describes the relative size of the universe. Enumerate as many constants-of-motion
as possible of this geometry. (Hint: Focus on the spatial part of the metric and try to draw a
connection with the previous problem.)

In this cosmological context, a co-moving observer is one that does not move spatially, i.e.,
d~x = 0. Solve the geodesic swept out by such an observer.

Galaxies A and B are respectively located at ~x and ~x′ at a fixed cosmic time t. What is their
spatial distance on this constant t slice of spacetime?

Problem 2.18. In d spacetime dimensions, show that

∂[α1J
µε̃α2...αd]µ (2.2.108)

is proportional to ∇σJ
σ. What is the proportionality factor? (This discussion provides a dif-

ferential forms based language to write ddx
√
|g|∇σJ

σ.) If ∇σJ
σ = 0, what does the Poincaré

lemma tell us about eq. (2.2.108)? Find the dual of your result and argue there must an
antisymmetric tensor Σµν such that

Jµ = ∇νΣ
µν . (2.2.109)

Problem 2.19. Killing identities involving Ricci Prove the following results. If ξµ is
a Killing vector and Rαβ and R are the Ricci tensor and scalar respectively, then

ξα∇βRαβ = 0 and ξα∇αR = 0. (2.2.110)

Hints: First use eq. (2.2.94) to show that

∇δ∇βξδ = Rλ
βξλ. (2.2.111)

Argue why ξα∇βRαβ = ∇β(ξαRαβ) and use the above result to show that ξα∇βRαβ = 0. Then
employ the Einstein tensor Bianchi identity ∇µGµν = 0 to infer that ξα∇αR = 0.
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3 Poincaré and Lorentz symmetry

Poincaré and Lorentz symmetries play fundamental roles in our understanding of both classical
relativistic physics and quantum theories of elementary particle interactions. In this section, we
shall study it in some detail.

The metric of flat spacetime is, in Cartesian coordinates {xµ},

ds2 ≡ ηµνdx
µdxν , (3.0.1)

ηµν ≡ diag[1,−1, . . . ,−1]. (3.0.2)

We shall define Poincaré transformations9 x(x′) to be the set of all coordinate transformations
that leave the flat spacetime metric invariant:

ds2 = ηµνdx
µdxν = ηα′β′dx

′αdx′β. (3.0.3)

As we will now proceed to demonstrate, the most general invertible Poincaré transformation is

xµ = aµ + Λµ
νx
′ν , (3.0.4)

where aµ is a constant vector describing a spacetime translation; and Λµ
ν is an arbitrary

(spacetime-constant) Lorentz transformation, which in turn is defined as one that leaves ηµν
invariant in the following manner:

Λµ
αΛν

βηµν = ηαβ. (3.0.5)

Derivation of eq. (3.0.3)10 Now, under a coordinate transformation, eq. (3.0.3) reads

ηµνdx
µdxν = ηµν

∂xµ

∂x′α
∂xν

∂x′β
dx′αdx′β = ηα′β′dx

′αdx′β. (3.0.6)

Let us differentiate both sides of eq. (3.0.6) with respect to x′σ.

ηµν
∂2xµ

∂x′σ∂x′α
∂xν

∂x′β
+ ηµν

∂xµ

∂x′α
∂2xν

∂x′σ∂x′β
= 0. (3.0.7)

Next, consider symmetrizing σα and anti-symmetrizing σβ.

2ηµν
∂2xµ

∂x′σ∂x′α
∂xν

∂x′β
+ ηµν

∂xµ

∂x′α
∂2xν

∂x′σ∂x′β
+ ηµν

∂xµ

∂x′σ
∂2xν

∂x′α∂x′β
= 0 (3.0.8)

ηµν
∂2xµ

∂x′σ∂x′α
∂xν

∂x′β
− ηµν

∂2xµ

∂x′β∂x′α
∂xν

∂x′σ
= 0 (3.0.9)

Since partial derivatives commute, the second term from the left of eq. (3.0.7) vanishes upon
anti-symmetrization of σβ. Adding equations (3.0.8) and (3.0.9) hands us

3ηµν
∂2xµ

∂x′σ∂x′α
∂xν

∂x′β
+ ηµν

∂xµ

∂x′α
∂2xν

∂x′σ∂x′β
= 0. (3.0.10)

9Poincaré transformations are also sometimes known as inhomogeneous Lorentz transformations.
10This argument can be found in Weinberg [3].
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Finally, subtracting eq. (3.0.7) from eq. (3.0.10) produces

2ηµν
∂2xµ

∂x′σ∂x′α
∂xν

∂x′β
= 0. (3.0.11)

Because we have assumed Poincaré transformations are invertible, we may contract both sides
with ∂x′β/∂xκ.

ηµν
∂2xµ

∂x′σ∂x′α
∂xν

∂x′β
∂x′β

∂xκ
= ηµν

∂2xµ

∂x′σ∂x′α
δνκ = 0. (3.0.12)

Finally, we contract both sides with ηκρ:

ηµ′κ′η
κ′ρ ∂2xµ

∂x′σ∂x′α
=

∂2xρ

∂x′σ∂x′α
= 0. (3.0.13)

In words: the transformation from x to x′ can at most go linearly as x′; it cannot involve higher
powers of x′. This implies the form in eq. (3.0.4); plugging the latter into eq. (3.0.6), we recover
the necessary definition of the Lorentz transformation in eq. (3.0.5).

The most general invertible coordinate transformations that leave the Cartesian
Minkowski metric invariant involve the (spacetime-constant) Lorentz transformations
{Λµ

α} of eq (3.0.5) plus constant spacetime translations.

(Homogeneous) Lorentz Transformations form a Group If Λµ
α and Λ′µα denotes

different Lorentz transformations, then notice the composition

Λ′′µα ≡ Λµ
σΛ′σα (3.0.14)

is also a Lorentz transformation. For, keeping in mind the fundamental definition in eq. (3.0.5),
we may directly compute

Λ′′µαΛ′′νβηµν = Λµ
σΛ′σαΛν

ρΛ
′ρ
βηµν

= Λ′σαΛ′ρβησρ = ηαβ. (3.0.15)

To summarize:

The set of all Lorentz transformations {Λµ
α} satisfying eq. (3.0.5), together with

the composition law in eq. (3.0.14) for defining successive Lorentz transformations,
form a Group.

Proof Let Λµ
α, Λ′µα and Λ′′µα denote distinct Lorentz transformations.

• Closure Above, we have just verified that applying successive Lorentz transforma-
tions yields another Lorentz transformation; for e.g., Λµ

σΛ′σν and Λµ
σΛ′σρΛ

′′ρ
ν are Lorentz

transformations.

• Associativity Because applying successive Lorentz transformations amount to matrix
multiplication, and since the latter is associative, that means Lorentz transformations are
associative:

Λ · Λ′ · Λ′′ = Λ · (Λ′ · Λ′′) = (Λ · Λ′) · Λ′′. (3.0.16)
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• Identity δµα is the identity Lorentz transformation:

δµσΛσ
ν = Λµ

σδ
σ
ν = Λµ

ν , (3.0.17)

and

δµαδ
ν
βηµν = ηαβ. (3.0.18)

• Inverse Let us take the determinant of both sides of eq. (3.0.5) – by viewing the latter
as matrix multiplication, we have ΛT · η · Λ = η, which in turn means

(det Λ)2 = 1 ⇒ det Λ = ±1. (3.0.19)

Here, we have recalled detAT = detA for any square matrix A. Since the determinant of
Λ is strictly non-zero, what eq. (3.0.19) teaches us is that Λ is always invertible: Λ−1 is
guaranteed to exist. What remains is to check that, if Λ is a Lorentz transformation, so is
Λ−1. Starting with the matrix form of eq. (3.0.5), and utilizing (Λ−1)T = (ΛT )−1,

ΛTηΛ = η (3.0.20)

(ΛT )−1ΛTηΛΛ−1 = (ΛT )−1 · η · Λ−1 (3.0.21)

η = (Λ−1)T · η · Λ−1. (3.0.22)

Lorentzian ‘inner product’ is preserved That Λ is a Lorentz transformation means
it is a linear operator that preserves the Lorentzian inner product. For suppose v and w are
arbitrary vectors, the inner product of v′ ≡ Λv and w′ ≡ Λw is that between v and w.

v′ · w′ ≡ ηαβv
′αw′β = ηαβΛα

µΛβ
νv

µwν (3.0.23)

= ηµνv
µwν = v · w. (3.0.24)

This is very much analogous to rotations in RD being the linear transformations that preserve
the Euclidean inner product between spatial vectors: ~v · ~w = ~v′ · ~w′ for all R̂T R̂ = ID×D, where
~v′ ≡ R̂~v and ~w′ ≡ R̂ ~w.

Problem 3.1. 4D Lorentz Group and SL2,C Define {σµ} to be the basis set of 2 × 2
complex matrices formed by the 2× 2 identity matrix together with the Pauli matrices, namely

σ0 ≡
[

1 0
0 1

]
, σ1 ≡

[
0 1
1 0

]
, σ2 ≡

[
0 −i
i 0

]
, σ3 ≡

[
1 0
0 −1

]
. (3.0.25)

Now let pµ ≡ (p0, p1, p2, p3) be a 4-component collection of real numbers, and verify that

det pµσ
µ = ηµνpµpν ≡ p2. (3.0.26)

Next, consider the following transformation,

pµσ
µ → L† · pµσµ · L, (3.0.27)
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where L is some arbitrary 2× 2 complex matrix. (This transformation preserves the Hermitian
nature of pµσ

µ for real pµ.) Then consider taking their determinant:

det[pµσ
µ]→ det

[
L† · pµσµ · L

]
(3.0.28)

What property must L obey in order that this leaves the determinant invariant, i.e.,

det[pµσ
µ] = det

[
L† · pµσµ · L

]
= p2? (3.0.29)

Argue that the set of all L’s obeying eq. (3.0.29), with detL = 1 (this is the ‘S’≡‘special’ in
SL2,C), forms a group.

We wish to study in some detail what the most general form Λµ
α may take. To this end, we

shall do so by examining how it acts on some arbitrary vector field vµ; even though this section
deals with Minkowski spacetime, this vµ may also be viewed as a vector in a curved spacetime
written in an orthonormal basis.

Rotations Let us recall that any spatial vector vi may be rotated to point along the
1−axis while preserving its Euclidean length. That is, there is always a R̂, obeying R̂T R̂ = I
such that

R̂i
jv
j=̇± |~v|(1, 0, . . . , 0)T , |~v| ≡

√
δijvivj. (3.0.30)

11Conversely, since R̂ is necessarily invertible, any spatial vector vi can be obtained by rotating
it from |~v|(1,~0T ). Moreover, in D + 1 notation, these rotation matrices can be written as

R̂µ
ν=̇

[
1 ~0T

~0 R̂i
j

]
(3.0.31)

R̂0
νv

ν = v0, (3.0.32)

R̂i
νv

ν = R̂i
jv
j = (v0,±|~v|, 0, . . . , 0)T . (3.0.33)

These considerations tell us, if we wish to study Lorentz transformations that are not rotations,
we may reduce their study to the (1 + 1)D case. To see this, we first observe that

Λ


v0

v1

...
vD

 = Λ

[
1 ~0T

~0 R̂

] v0

±|~v|
~0

 . (3.0.34)

And if the result of this matrix multiplication yields non-zero spatial components, namely
(v′0, v′1, . . . , v′D)T , we may again find a rotation matrix R̂′ such that

Λ


v0

v1

...
vD

 =


v′0

v′1

...
v′D

 =

[
1 ~0T

~0 R̂′

] v′0

±|~v′|
~0

 . (3.0.35)

11This R̂ is not unique: for example, by choosing another rotation matrix R̂′′ that only rotates the space
orthogonal to vi, R̂R̂′′~v and R̂~v both yield the same result.

29



At this point, we have reduced our study of Lorentz transformations to[
1 ~0T

~0 R̂′T

]
Λ

[
1 ~0T

~0 R̂

] v0

v1

~0

 ≡ Λ′

 v0

v1

~0

 =

 v′0

v′1

~0

 . (3.0.36)

Because Λ was arbitrary so is Λ′, since one can be gotten from another via rotations.
Time Reversal & Parity Flips Suppose the time component of the vector vµ were

negative (v0 < 0), we may write it as[
−|v0|
~v

]
= T̂

[
|v0|
~v

]
, T̂ ≡

[
−1 ~0T

~0 ID×D

]
; (3.0.37)

where T̂ is the time reversal matrix since it reverses the sign of the time component of the vector.
You may readily check that T̂ itself is a Lorentz transformation in that it satisfies T̂ TηT̂ = η.

Problem 3.2. Parity flip of the ith axis Suppose we wish to flip the sign of the ith spatial
component of the vector, namely vi → −vi. You can probably guess, this may be implemented
via the diagonal matrix with all entries set to unity, except the ith component – which is set
instead to −1.

iP̂
µ
νv

ν = vµ, µ 6= i, (3.0.38)

iP̂
i
νv

ν = −vi, (3.0.39)

iP̂ ≡ diag[1, 1, . . . , 1, −1︸︷︷︸
(i+1)th component

, 1, . . . , 1]. (3.0.40)

If R̂µ
ν is the rotation matrix that does R̂µ

νv
ν = (v0,±|~v|, 0, . . . , 0), argue that

iP̂ = R̂T · 1P̂ · R̂. (3.0.41)

Is iP̂ a Lorentz transformation?

Lorentz Boosts Focusing on the 2D case, we now turn to the transformations that
would mix time and space components, and yet leave the metric of spacetime ηµν = diag[1,−1]
invariant. (Neither time reversal, parity flips, nor spatial rotations mix time and space.) This
is what revolutionized humanity’s understanding of spacetime at the beginning of the 1900’s:
inspired by the fact that the speed of light is the same in all inertial frames, Einstein discovered
Special Relativity, that the space and time coordinates of one frame have to become intertwined
when being translated to those in another frame. We will turn this around later when dis-
cussing Maxwell’s equations: the constancy of the speed of light in all inertial frames is in fact
a consequence of the Lorentz covariance of the latter.

Problem 3.3. We wish to find a 2×2 matrix Λ that obeys ΛT ·η ·Λ = η, where ηµν = diag[1,−1].
By examining the diagonal terms of ΛT · η · Λ = η, show that

Λ=̇

[
σ1 cosh(ξ1) σ2 sinh(ξ2)
σ3 sinh(ξ1) σ4 cosh(ξ2)

]
, (3.0.42)
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where the σ1,2,3,4 are either +1 or −1; altogether, there are 8 choices of signs. (Hint: x2−y2 = c2,
for constant c, describes a hyperbola on the (x, y) plane.) From the off diagonal terms of
ΛT · η · Λ = η, argue that either ξ1 = ξ2 ≡ ξ or ξ1 = −ξ2 = ξ. Up to multiplications by parity
flips and/or time reversal matrices, prove that the most general 2D Lorentz boost is therefore

Λµ
ν(ξ) =

[
cosh(ξ) sinh(ξ)
sinh(ξ) cosh(ξ)

]
. (3.0.43)

This ξ is known as rapidity. In 2D, the rotation matrix is

R̂i
j(θ) =

[
cos(θ) − sin(θ)
sin(θ) cos(θ)

]
; (3.0.44)

and therefore rapidity ξ is to the Lorentz boost in eq. (3.0.43) what the angle θ is to rotation

R̂i
j(θ).

To understand the meaning of the rapidity ξ, let us consider applying it to an arbitrary 2D
vector Uµ.

U ′ ≡ Λ · U =

[
U0 cosh(ξ) + U1 sinh(ξ)
U1 cosh(ξ) + U0 sinh(ξ)

]
. (3.0.45)

Timelike case Suppose U were timelike, (U0)2 > (U1)2 ⇒ |U0/U1| > 1. Then it is not
possible to find a ξ such that U ′0 = 0, because that would amount to solving tanh(ξ) = −U0/U1

but tanh lies between −1 and +1 while −U0/U1 is either less than −1 or greater than +1. On
the other hand, it does mean we may solve for ξ that would set the spatial component to zero:
tanh(ξ) = −U1/U0. Recall that tangent vectors may be interpreted as the derivative of the
spacetime coordinates with respect to some parameter λ, namely Uµ ≡ dxµ/dλ. Therefore

U1

U0
=

dx1

dx0
≡ v (3.0.46)

is the velocity in the frame {xµ}. Starting from tanh(ξ) = −v, some algebra would then hand
us (cf. eq. (3.0.43))

cosh(ξ) = γ ≡ 1√
1− v2

, (3.0.47)

sinh(ξ) = −γ · v = − v√
1− v2

, (3.0.48)

Λµ
ν =

[
γ −γ · v

−γ · v γ

]
. (3.0.49)

This in turn yields

U ′ =
(

sgn(U0)
√
ηµνUµUν , 0

)T
; (3.0.50)

leading us to interpret the Λµ
ν we have found in eq. (3.0.49) as the boost that bring observers

to the frame where the flow associated with Uµ is ‘at rest’. (Note that, if Uµ = dxµ/dτ , where
τ is proper time, then ηµνU

µUν = 1.)
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As an important aside, we may generalize the two-dimensional Lorentz boost in eq. (3.0.49)
to D−dimensions. One way to do it, is to simply append to the 2D Lorentz-boost matrix a
(D−2)× (D−2) identity matrix (that leaves the 2− through D−spatial components unaltered)
in a block diagonal form:

Λµ
ν

?
=

 γ −γ · v 0
−γ · v γ 0

0 0 I(D−2)×(D−2)

 . (3.0.51)

But this is not doing much: we are still only boosting in the 1−direction. What if we wish
to boost in vi direction, where vi is now some arbitrary spatial vector? To this end, we may
view the (0, 1) and (1, 0) components of eq. (3.0.49) to generalize to the spatial vectors Λ0

i and
Λi

0 parallel to vi. Whereas the (1, 1) component of eq. (3.0.49) to be acting on the 1D space
parallel to vi, namely the operator vivj/~v2. (As a check: When vi = v(1,~0), vivj/~v2 = δi1δ

j
1.)

The identity operator acting on the orthogonal (D − 2) × (D − 2) space, i.e. the analog of
I(D−2)×(D−2) in eq. (3.0.51), is δij − vivj/~v2. Altogether, the Lorentz boost in the vi direction is
given by

Λµ
ν(~v)=̇

[
γ −γvi

−γvi γ v
ivj

~v2
+
(
δij − vivj

~v2

) ]
, ~v2 ≡ δabv

abb. (3.0.52)

It may be worthwhile to phrase this discussion in terms of the Cartesian coordinates {xµ} and
{x′µ} parametrizing the two inertial frames. What we have shown is that the Lorentz boost in
eq. (3.0.52) describes

U ′µ = Λµ
ν(~v)Uν , (3.0.53)

Uµ =
dxµ

dλ
, U ′µ =

dx′µ

dλ
=
(

sgn(U0)
√
ηµνUµUν , 0

)T
. (3.0.54)

λ is the intrinsic 1D coordinate parametrizing the worldlines, and by definition does not alter
under Lorentz boost. The above statement is therefore equivalent to

dx′µ = Λµ
ν(~v)dxν , (3.0.55)

x′µ = Λµ
ν(~v)xν . (3.0.56)

Problem 3.4. Lorentz boost in (D + 1)−dimensions If vµ ≡ (1, vi), check via a di-
rection calculation that the Λµ

ν in eq. (3.0.52) produces a Λµ
νv

ν that has no non-trivial spa-
tial components. Also check that eq. (3.0.52) is, in fact, a Lorentz transformation. What is
Λµ

σ(~v)Λσ
ν(−~v)?

Spacelike case Suppose U were spacelike, (U0)2 < (U1)2 ⇒ |U1/U0| = |dx1/dx0| ≡ |v| >
1. Then, it is not possible to find a ξ such that U ′1 = 0, because that would amount to solving
tanh(ξ) = −U1/U0, but tanh lies between −1 and +1 whereas −U1/U0 = −v is either less than
−1 or greater than +1. On the other hand, it is certainly possible to have U ′0 = 0. Simply do
tanh(ξ) = −U0/U1 = −1/v. Similar algebra to the timelike case then hands us

cosh(ξ) =
(
1− v−2

)−1/2
, (3.0.57)

sinh(ξ) = −(1/v)
(
1− v−2

)−1/2
, (3.0.58)

U ′ =
(

0, sgn(U1)
√
−ηµνUµUν

)T
. (3.0.59)
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We may interpret U ′µ and Uµ as infinitesimal vectors joining the same pair of spacetime points
but in their respective frames. Specifically, U ′µ are the components in the frame where the pair
lies on the same constant-time surface (U ′0 = 0). While Uµ are the components in a boosted
frame.

Null (aka lightlike) case If U were null, that means (U0)2 = (U1)2, which in turn means
Uµ = ω(1,±1) for some real number ω. Upon a Lorentz boost, eq. (3.0.45) tells us

U ′ ≡ Λ · U = ω

[
cosh(ξ)± sinh(ξ)
sinh(ξ)± cosh(ξ)

]
. (3.0.60)

As we shall see below, if Uµ describes the d−momentum of a photon, so that |ω| is its frequency
in the un-boosted frame, the cosh(ξ) ± sinh(ξ) describes the photon’s red- or blue-shift in the
boosted frame.

Summary Our analysis of the group of matrices {Λ} obeying Λα
µΛβ

νηαβ =
ηµν reveals that these Lorentz transformations consists of: time reversals, parity
flips, rotations and Lorentz boosts. A timelike vector can always be Lorentz-boosted
so that all its spatial components are zero; while a spacelike vector can always be
Lorentz-boosted so that its time component is zero.

Problem 3.5. Null, spacelike vs. timelike Do null vectors form a vector space? Simi-
arly, do spacelike or timelike vectors form a vector space?

Problem 3.6. Determinants and discontinuities What are the determinants of the
time reversal T̂ and parity flips { iP̂} matrices? What is the determinant of the Lorentz boost
matrix in eq. (3.0.43)? Hint: Your answers should tells us, as long as the determinants of Lorentz
transformations are real, time-reversals and parity flips cannot be continuously connected to the
identity transformation. Whereas, when the rapidity ξ and rotation angle θ are set to zero,
Lorentz boosts and rotations respectively become the identity in a continuous manner.

Problem 3.7. Non-singular Coordinate transformations form a group Let us verify
explicitly that the Jacobians associated with general non-singular coordinate transformations
form a group. Specifically, let us consider transforming from the coordinate system xα to yµ,
and assume xα in terms of yµ has been provided (i.e., xα(yµ) is known). We may also proceed
to consider transforming to a third coordinate system, from yµ to zκ.

• Closure Denote the Jacobian as, for e.g., J α
µ[x → y] ≡ ∂xα/∂yµ. If we define the

group operation as simply that of matrix multiplication, verify that

J α
σ[x→ y]J σ

ν [y → z] = J α
ν [x→ z]. (3.0.61)

In words: multiplying the transformation matrix bringing us from x to y followed by that
from y to z, yields the Jacobian that brings us from x directly to z. This composition law
is what we would need, if the group operation is to implement coordinate transformations.

• Associativity Explain why the composition law for Jacobians is associative.

• Identity What is the identity Jacobian? What is the most general coordinate trans-
formation it corresponds to?
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• Inverse By non-singular, we mean detJ α
µ 6= 0. What does this imply about the

existence of the inverse (J −1)αµ?
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4 Local Conservation Laws

Non-relativistic You would be rightly shocked if you had stored a sealed tank of water on
your rooftop only to find its contents gradually disappearing over time – the total mass of water
ought to be a constant. Assuming a flat space geometry, if you had connected the tank to two
pipes, one that pumps water into the tank and the other pumping water out of it, the rate of
change of the total mass of the water

M ≡
∫
tank

ρ(t, ~x)d3~x (4.0.1)

in the tank – where t is time, ~x are Cartesian coordinates, and ρ(t, ~x) is the water’s mass density
– is

d

dt

∫
tank

ρd3~x = −
(∫

cross section of ‘in’ pipe

+

∫
cross section of ‘out’ pipe

)
d2~Σ · (ρ~v). (4.0.2)

Note that d2~Σ points outwards from the tank, so at the ‘in’ pipe-tank interface, if the water
were indeed following into the pipe, −d2~Σ · (ρ~v) > 0 and its contribution to the rate of increase
is positive. At the ‘out’ pipe-tank interface, if the water were indeed following out of the pipe,
−d2~Σ · (ρ~v) < 0. If we apply Gauss’ theorem,∫

tank

ρ̇d3~x = −
∫
tank

d3~x~∇ · (ρ~v). (4.0.3)

If we applied the same sort of reasoning to any infinitesimal packet of fluid, with some local
mass density ρ, we would find the following local conservation law

ρ̇ = −∂i
(
ρ · vi

)
. (4.0.4)

This is a “local” conservation law in the sense that mass cannot simply vanish from one location
and re-appear a finite distance away, without first flowing to a neighboring location.

Relativistic We have implicitly assumed a non-relativistic system, where |~v| � 1. This
is an excellent approximation for most hydrodynamics problems. Strictly speaking, however,
relativistic effects – length contraction, in particular – imply that mass density is not a Lorentz
scalar. If we define ρ(t, ~x) to be the mass density at (t, ~x) in a frame instantaneously at rest
(aka ‘co-moving’) with the fluid packet, then the mass density current that is a locally conserved
Lorentz vector is given by

Jµ(t, ~x) ≡ ρ(t, ~x)vµ(t, ~x). (4.0.5)

Along its integral curve vµ should be viewed as the proper velocity d(t, ~x)µ/dτ of the fluid packet,
where τ is the latter’s proper time. Moreover, as long as the velocity vµ is timelike, which is
certainly true for fluids, let us recall it is always possible to find a (local) Lorentz transformation
Λµ

ν(t, ~x) such that

(1,~0)µ ≡ v′µ = Λµ
ν(t, ~x)vν(t, ~x). (4.0.6)
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The local conservation law obeyed by this relativistically covariant current Jµ is now (in Carte-
sian coordinates)

∂µJ
µ = 0; (4.0.7)

which in turn is a Lorentz invariant statement. Total mass M in a given global inertial frame
at a fixed time t is

M ≡
∫
R3

d3~xJ0. (4.0.8)

To show it is a constant, we take the time derivative, and employ eq. (4.0.7):

Ṁ =

∫
R3

d3~x∂0J
0 = −

∫
R3

d3~x∂iJ
i. (4.0.9)

The divergence theorem tells us that this is equal to the flux of J i at spatial infinity. But there
is no J i at spatial infinity for physically realistic – i.e., isolated – systems.

Problem 4.1. Local Conservation In Curved Spacetimes The equivalence principle
tells us: in a local free-falling frame, physics should be nearly identical to that in Minkowski
spacetime. In a generic curved spacetime, the local conservation laws we are examining in this
section becomes

∇µJ
µ =

∂µ

(√
|g|Jµ

)
√
|g|

= 0. (4.0.10)

(Why does the first equality hold?) Argue that this reduces to eq. (4.0.7) in a FNC coordinate
system described by equations (2.2.63)-(2.2.65).

Problem 4.2. Electric Charge Conservation in a (Spatially Flat) Expanding Universe
Let us consider a d−dimensional universe described by the line element

ds2 = a(η)2ηµνdx
µdxν . (4.0.11)

(The x0 = η in a(η) is the time coordinate, not to be confused with the flat metric.) When
d = 4, this appears to describe our universe at the largest length scales.

Let us now examine an electric current Jµ inhabiting such a universe, where ∇µJ
µ = 0. First

verify that the orthonormal frame fields describing a family of co-moving observers is given by

εα̂µ = a(η)δαµ . (4.0.12)

According to this family of observers, they measure a local electric charge density of J 0̂ and
current flow J î. On a constant time η hypersurface, the induced metric can be obtained from eq.
(4.0.11) by setting dx0 = 0 and multiplying throughout by a −1 (so as to get positive distances):

Hij = a2δij. (4.0.13)

Define the total charge on a constant η hypersurface as

Q ≡
∫
Rd−1

dd−1~x
√

detHabJ
0̂. (4.0.14)

Show that Q is actually independent of x0 = η.
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5 Electromagnetism in Minkowski Spacetime

A symmetry is an operation that leaves an mathematical object or physical system unchanged.
Much of our progress in understanding fundamental physics involved the discovery of symmetries
that underlie the basic laws of Nature. The Lorentz invariance we have explored in §(3), for
instance, is a spacetime symmetry: inertial observers moving at constant velocities with respect
to each other would find the laws of physics in their respective frames to take the same form.
To translate results in one frame to another, all one has to do is to transform their respective
spacetime coordinates through eq. .12 There are also non-spacetime (aka ‘internal’) symmetries.

In this section we will discuss in some detail Minkowski spacetime electromagnetism to illus-
trate both its Lorentz and gauge symmetries. It will also provide us the opportunity to introduce
the action principle, which is key formulating both classical and quantum field theories.

Maxwell & Lorentz We begin with Maxwell’s equations in the following Lorentz
covariant form, written in Cartesian coordinates {xµ} so that gµν = ηµν :

∂µF
µν = Jν , ∂[µFαβ] = 0, Fµν = −Fνµ. (5.0.1)

The Jµ is the electromagnetic current, where in a fixed inertial frame Jµ ≡ ρvµ. Assuming Jµ is
timelike, vµ is its d−velocity; and ρ ≡ Jµvµ is the electric charge in the (local) rest frame where
vµ = δµ0 . Defined this way, ρ is a Lorentz scalar and Jµ is a Lorentz vector since vµ is a Lorentz
vector. It is then reasonable to suppose Fµν is a rank−2 Lorentz tensor. Specifically, let two
inertial frames {xµ} and {x′µ} be related via the Lorentz transformation

xµ = Λµ
αx
′α, Λµ

αΛν
βηµν = ηαβ. (5.0.2)

Then the Faraday tensor transforms as

Fα′β′(x
′) = Fµν (x(x′) = Λ · x′) Λµ

αΛν
β (5.0.3)

Its derivatives are also Lorentz covariant, for keeping in mind eq. (5.0.2),

∂λ′Fα′β′ (x
′) =

∂xσ

∂x′λ
∂σFµν (x(x′) = Λ · x′) Λµ

αΛν
β (5.0.4)

= Λσ
λ∂σFµν (x(x′)) Λµ

αΛν
β. (5.0.5)

This immediately tells us ∂µF
µν = ηµα∂µFαβη

βν in eq. (5.0.1) is a Lorentz vector.

Problem 5.1. 4D Maxwell’s Equations in term of ( ~E, ~B) Let us check that eq. (5.0.1)
does in fact reproduce Maxwell’s equations in terms of electric Ei and magnetic Bi fields in 4D.
Given a Lorentzian inertial frame, define

F i0 ≡ Ei and F ij ≡ εijkBk; (5.0.6)

with ε123 ≡ −1. Show that the ∂µF
µν = Jν from eq. (5.0.1) translates to

~∇ · ~E = J0 and ~∇× ~B − ∂t ~E = ~J. (5.0.7)

12Nature is actually not symmetric under parity flips nor under time reversal; but proper Lorentz symmetry
does appear to hold to a high degree of accuracy.
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(The over-arrow refers to the spatial components; for instance ~B = (B1, B2, B3).) The ∂[αFµν = 0
from eq. (5.0.1) translates to

∂t ~B + ~∇× ~E = 0 and ~∇ · ~B = 0. (5.0.8)

Hint: Note that (~∇ × ~A)i = −εijk∂jAk, for any Cartesian vector ~A. Also, when you compute
∂[iFjk], you simply need to set {i, j, k} to be any distinct permutation of {1, 2, 3}. (Why?)

Next, verify the Lorentz invariant relations, with ε0123 ≡ −1:

FµνF
µν = −2

(
~E2 − ~B2

)
, ~E2 = EiEi, ~B2 = BiBi, (5.0.9)

εµναβFµνFαβ = ∂µ
(
εµναβAν∂αAβ

)
= 8 ~E · ~B. (5.0.10)

How does FµνF
µν transform under time reversal, t ≡ x0 → −t? How does it transform under

parity flips, xi → −xi (for a fixed i)? Answer the same questions for F̃ µνFµν , where the dual of
Fµν is

F̃ µν ≡ 1

2
ε̃µναβFαβ. (5.0.11)

d 6= 4 Can you comment what the analog of the magnetic field ought to be in spacetime
dimensions different from 4 – is it still a ‘vector’? – and what is the lowest dimension that the
magnetic field still exists? How many components does the electric field have in 1+1 dimensions?

Current conservation Taking the divergence of ∂µF
µν = Jν yields the conservation

of the electric current as a consistency condition. For, by the antisymmetry Fµν = −Fνµ,
∂ν∂µF

µν = (1/2)∂ν∂µF
µν − (1/2)∂µ∂νF

νµ = 0.

∂µJ
µ = 0. (5.0.12)

Problem 5.2. Total charge is constant Even though we defined ρ in the Jµ = ρvµ as
the charge density in the local rest frame of the electric current itself, we may also define the
charge density J 0̂ ≡ uµJ

µ in the rest frame of an arbitrary family of inertial time-like observers
whose worldlines’ tangent vector is uµ∂µ = ∂τ . (In other words, in their frame, the spacetime
metric is ds2 = (dτ)2 − d~x · d~x.) Show that total charge is independent of the Lorentz frame by
demonstrating that

Q ≡
∫
RD

dDΣµJ
µ, dDΣµ ≡ dD~xnµ, (5.0.13)

is a constant.

Vector Potential & Gauge Symmetry The other Maxwell equation (cf eq. (5.0.1))
leads us to introduce a vector potential Aµ. For ∂[µFαβ] = 0⇔ dF = 0 tells us, by the Poincaré
lemma, that

F = dA ⇔ Fµν = ∂[µAν] = ∂µAν − ∂νAµ. (5.0.14)
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Notice the dynamics in eq. (5.0.1) is not altered if we add to Aµ any object Lµ that obeys
dL = 0, because that does not alter the Faraday tensor: F = d(A + L) = dA + dL = F . Now,
dL = 0 means, again by the Poincaré lemma, that Lµ = ∂µL, where L on the right hand side is a
scalar. Gauge symmetry, in the context of electromagnetism, is the statement that the following
replacement involving the gauge potential

Aµ(x)→ Aµ(x) + ∂µL(x) (5.0.15)

leaves the dynamics encoded in Maxwell’s equations (5.0.1) unchanged.
The use of the gauge potential Aµ makes the dF = 0 portion of the dynamics in eq. (5.0.1)

redundant; and what remains is the vector equation

∂µF
µν = ∂µ (∂µAν − ∂νAµ) = Jν . (5.0.16)

The symmetry under the gauge transformation of eq. (5.0.15) means that solutions to eq.
(5.0.16) cannot be unique – in particular, since Aµ and Aµ + ∂µL are simultaneously solutions,
there really is an infinity of solutions parametrized by the arbitrary function L. In this same
vein, by going to Fourier space, namely

Aµ(x) ≡
∫
Rd

ddk

(2π)d
Ãµ(k)e−ikµx

µ

and Jµ(x) ≡
∫
Rd

ddk

(2π)d
J̃µ(k)e−ikµx

µ

, (5.0.17)

we may see that the differential operator in eq. (5.0.16) cannot be inverted because it has a zero
eigenvalue. Firstly, the Fourier version of eq. (5.0.16) reads

−KµνÃµ = J̃ν , (5.0.18)

Kµν ≡ kσk
σηµν − kνkµ. (5.0.19)

If K−1 exists, the solution in Fourier space would be (schematically) Ã = −K−1J̃ . That Kµν =
Kνµ has no inverse, however, can be seen by observing that kµ is in fact its null eigenvector:

Kµνkµ = (kσk
σ)kν − kνkµkµ = 0. (5.0.20)

Problem 5.3. Can you explain why eq. (5.0.20) amounts to the statement that Fµν is invariant
under the gauge transformation of eq. (5.0.15)?

Lorenz gauge To make Kµν invertible, one fixes a gauge. A common choice is the
Lorenz gauge; in Fourier spacetime:

kµÃµ = 0. (5.0.21)

In ‘position’/real spacetime, this reads instead

∂µAµ = 0 (Lorenz gauge). (5.0.22)

With the constraint in eq. (5.0.21), Maxwell’s equations in eq. (5.0.18) becomes

−
(
kσk

σÃν − kµ(kνÃν)
)

= −kσkσÃν = J̃ν . (5.0.23)
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Now, Maxwell’s equations have become invertible:

Ãµ(k) =
J̃µ(k)

−k2
, k2 ≡ kσk

σ, (Lorenz gauge). (5.0.24)

In position/real spacetime, eq. (5.0.23) is equivalent to

∂2Aν(x) = Jν(x) ∂2 ≡ ηµν∂µ∂ν . (5.0.25)

13In the Lorenz gauge, we have d Minkowski scalar wave equations, one for each Cartesian
component. We may express its position spacetime solution by inverting the Fourier transform
in eq. (5.0.24):

Aµ(x) =

∫
Rd−1,1

ddx′G+
d (x− x′)Jµ(x′), (5.0.26)

G+
d (x− x′) ≡

∫
Rd

ddk

(2π)d
e−ik·(x−x

′)

−k2
. (5.0.27)

Because Aµ is not gauge-invariant, its physical interpretation can be ambiguous. Classically it
is the electromagnetic fields Fµν that exert forces on charges/currents, so we need its solution.
In fact, we may take the curl of eq. (5.0.25) to see that ∂2Fµν = ∂[µJν]; this means, using the
same Green’s function in eq. (5.0.27):

Fµν(x) =

∫
Rd−1,1

ddx′G+
d (x− x′)∂[µJν](x′). (5.0.28)

We may verify that equations (5.0.26) and (5.0.27) solve eq. (5.0.25) readily:

∂2xG
+
d (x− x′) =

∫
Rd

ddk

(2π)d
∂σ∂

σe−ik·(x−x
′)

−k2

=

∫
Rd

ddk

(2π)d
∂σ(−ikρδσσe−ik·(x−x

′))

−k2

=

∫
Rd

ddk

(2π)d
∂σ(−ikσe−ik·(x−x′))

−k2

=

∫
Rd

ddk

(2π)d
(−ikσ)(−ikσ)e−ik·(x−x

′)

−k2

=

∫
Rd

ddk

(2π)d
e−ik·(x−x

′) = δ(d)(x− x′); (5.0.29)

with a similar calculation showing ∂2x′G
+
d (x− x′) = δ(d)(x− x′). Therefore

∂2xAµ(x) = ∂2x

(∫
Rd−1,1

ddx′G+
d (x− x′)Jµ(x′)

)
=

∫
Rd−1,1

ddx′δ(d)(x− x′)Jµ(x′)

= Jµ(x). (5.0.30)

13Eq. (5.0.25) is valid in any dimension d ≥ 3. In 2D, the dF = 0 portion of Maxwell’s equations is trivial –
i.e., any F would satisfy it – because there cannot be three distinct indices in ∂[µFαβ] = 0.
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Lorenz gauge: Existence That we have managed to solve Maxwell’s equations using the
Lorenz gauge, likely convinces the practical physicist that the Lorenz gauge itself surely exists.
However, it is certainly possible to provide a general argument. For suppose ∂µAµ were not
zero, then all one has to show is that we may perform a gauge transformation (cf. (5.0.15)) that
would render the new gauge potential A′µ ≡ Aµ − ∂µF satisfy

∂µA′µ = ∂µAµ − ∂2F = 0. (5.0.31)

But all that means is, we have to solve ∂2F = ∂µAµ; and since the Green’s function 1/∂2 exists,
we have proved the assertion.

Lorenz gauge and current conservation You may have noticed, by taking the divergence
of both sides of eq. (5.0.25),

∂2 (∂σAσ) = ∂σJσ. (5.0.32)

This teaches us the consistency of the Lorenz gauge is intimately tied to the conservation of
the electric current ∂σJσ = 0. Another way to see this, is to take the time derivative of the
divergence of the vector potential, followed by subtracting and adding the spatial Laplacian of
A0 so that ∂2A0 = J0 may be employed:

∂σȦσ = Ä0 + ∂iȦi = ∂0∂0A0 + ∂i∂iA0 + ∂i∂0Ai − ∂i∂iA0)

= ∂2A0 − ∂i (∂iA0 − ∂0Ai)
∂0 (∂σAσ) = J0 − ∂iFi0. (5.0.33)

Notice the right hand side of the last line is zero if the ν = 0 component of ∂µF
µν = Jν is

obeyed.

5.1 4 dimensions

4D Maxwell We now focus on the physically most relevant case of (3 + 1)D. In 4D,
the wave operator ∂2 has the following inverse – i.e., retarded Green’s function – that obeys
causality:

G+
4 (x− x′) ≡ δ(t− t′ − |~x− ~x′|)

4π|~x− ~x′|
, xµ = (t, ~x), x′µ = (t′, ~x′), (5.1.1)

∂2xG
+
4 (x− x′) = ∂2x′G

+
4 (x− x′) = δ(4)(x− x′), (5.1.2)

∂2x ≡ ηµν
∂

∂xµ
∂

∂xν
∂2x′ ≡ ηµν

∂

∂x′µ
∂

∂x′ν
. (5.1.3)

Problem 5.4. Lorentz covariance Suppose Λα
µ is a Lorentz transformation; let two

inertial frames {xµ} and {x′µ} be related via

xµ = Λµ
αx
′α. (5.1.4)

Suppose we solved the Lorenz gauge Maxwell’s equations in the {xµ} frame, namely

∂Aµ(x)

∂xµ
= 0, ηµν

∂

∂xµ
∂

∂xν
Aα(x) = Jα(x). (5.1.5)

Explain how to solve Aα′(x
′), the solution in the {x′µ} frame.
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Problem 5.5. Analogy: Driven Simple Harmonic Oscillator Suppose we only Fourier-
transformed the spatial coordinates in the Lorenz gauge Maxwell eq. (5.0.25). Show that this
leads to

¨̃
Aµ(t,~k) + k2Ãµ(t,~k) = J̃µ(t,~k), k ≡ |~k|. (5.1.6)

14Compare this to the simple harmonic oscillator (in flat space), with Cartesian coordinate vector

~q(t), mass m, spring constant σ, and driven by an external force ~f :

m~̈q + σ~q = ~f, (5.1.7)

where each over-dot corresponds to a time derivative. Identify k2 and J̃ in eq. (5.1.6) with the
appropriate quantities in eq. (5.1.7). Even though the Lorenz gauge Maxwell equations are fully
relativistic, notice the analogy with the non-relativistic driven harmonic oscillator! In particular,
when the electric current is not present (i.e., Jµ = 0), the ‘mixed-space’ equations of (5.1.6) are
in fact a collection of free simple harmonic oscillators.

Now, how does one solve eq. (5.1.7)? Explain why the inverse of (d/dt)2 + k2 is

GSHO(t− t′, k) = −
∫
R

dω

2π

e−iω(t−t
′)

ω2 − k2
. (5.1.8)

That is, verify that this equation satisfies(
d2

dt2
+ k2

)
GSHO(t− t′, k) =

(
d2

dt′2
+ k2

)
GSHO(t− t′, k) = δ(t− t′). (5.1.9)

If one tries to integrate ω over the real line in eq. (5.1.8), one runs into trouble – explain the
issue. Now evaluate the Green’s function G+

SHO in eq. (5.1.8) using the contour running just
slightly above the real line, i.e., ω ∈ (−∞+ i0+,+∞+ i0+). You should find

G+
SHO(t− t′, k) = Θ(t− t′)sin (k(t− t′))

k
. (5.1.10)

Hence, the mixed-space Maxwell’s equations have the solution

Ãµ(t,~k) =

∫ t

−∞
dt′G+

SHO(t− t′, k)J̃(t′, ~k). (5.1.11)

By performing an inverse-Fourier transform, namely

Aµ(x) =

∫
R3,1

d4x′G+
4 (x− x′)Jµ(x′), (5.1.12)

arrive at the expression in eq. (5.1.1)

14This equation actually holds in all dimensions d ≥ 3.
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Vacuum solution & Spin/Helicity-1 Let us examine the simplest situation in 4D
flat spacetime, where there are no electric charges nor currents present: Jν = 0. In Fourier
space, setting J̃ = 0 in eq. (5.1.6) leads us to

¨̃
Aµ(t,~k) + k2Ãµ(t,~k) = 0, k ≡ |~k|. (5.1.13)

The solutions are Ãµ(t,~k) = exp(±ikt). Hence, the general solution is the superposition

Aµ =

∫
R3

d3~k

(2π)3

(
aµ(~k) exp(−ikt+ i~k · ~x) + bµ(~k) exp(ikt+ i~k · ~x)

)
(5.1.14)

=

∫
R3

d3~k

(2π)3

(
aµ(~k) exp(−ikt+ i~k · ~x) + bµ(−~k) exp(ikt− i~k · ~x)

)
. (5.1.15)

But since Aµ is real it must be that aµ(~k)∗ = bµ(−~k):

Aµ =

∫
R3

d3~k

(2π)3

(
aµ(~k)e−ik·x + aµ(~k)∗eik·x

)
. (5.1.16)

Since aµ has been arbitrary thus far, we may write a single plane wave solution to eq. (5.1.6) as

Ãµ(t,~k)ei
~k·~x = Re

{
εµ(~k)e−ik·tei

~k·~x
}

= Re
{
εµ(~k)e−ik·x

}
,

kµ ≡ (k, ki), k ≡ |~k| =
√
δabkakb. (5.1.17)

The Lorenz gauge says kµÃµ = 0. Since the exp(−ikµxµ) are basis functions, it must be that
the polarization vector εµ itself is orthogonal to the momentum vector kµ:

kµεµ(~k) = 0. (5.1.18)

Let us suppose ki points in the positive 3−axis, so that

kµ = k(1, 0, 0,−1) and kµ = k(1, 0, 0, 1). (5.1.19)

This means the plane wave itself becomes

exp(−ikµxµ) = exp(−ik(t− x3)); (5.1.20)

i.e., it indeed describes propagation in the positive 3−direction. The polarization tensor may
then be decomposed into the following basis vectors,

εµ = a0,+ε
(0,+)
µ + a0,−ε

(0,−)
µ + a+ε

+
µ + a−ε

−
µ ; (5.1.21)

where the a’s are (scalar) complex amplitudes while

ε(0,±)µ ≡ 1√
2

(1, 0, 0,±1)T , (5.1.22)

ε±µ ≡
1√
2

(0,∓1, i, 0)T . (5.1.23)
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Now, under the following rotation on the (1, 2)-plane orthogonal to ~k, namely

R̂(θ) =


1 0 0 0
0 cos(θ) − sin(θ) 0
0 sin(θ) cos(θ) 0
0 0 0 1

 , (5.1.24)

the polarizations ε
(0,±)
µ in eq. (5.1.22) remain unchanged – they are the spin-0 modes – while the

polarizations ε±µ in eq. (5.1.22) transform as

R̂(θ)µνε
± ν = e±iθε± µ. (5.1.25)

These ε±µ are the spin-1 modes.

Problem 5.6. Verify eq. (5.1.25).

We now turn to imposing the Lorenz gauge condition kµÃµ = 0.

kε0 + kε3 = 0 ⇒ ε3 = −ε0. (5.1.26)

Since the 0th component has to be negative the 3rd, the ε
(0,+)
µ cannot occur in the decomposition

of eq. (5.1.21). But since ε
(0,−)
µ is proportional to kµ (cf. eq. (5.1.22)) and k2 ≡ kνk

ν = 0, we see
this remaining spin-0 piece of the polarization tensor simultaneously satisfies the Lorenz gauge
and is a gradient term – and hence ‘pure gauge’ (cf. the ∂µL terms of eq. (5.0.15)) – in position
spacetime:

a0,−ε
(0,−)
µ = a0,−

kν
k
. (5.1.27)

Since this term will not contribute to the electromagnetic fields Fµν , we may perform a Lorenz-
gauge-preserving gauge transformation to cancel this term:

Ã′µ(t,~k) ≡ Ãµ(t,~k)− a0,−
kµ
k
e−ikt. (5.1.28)

And now that we have canceled the 0th and 3rd component of the polarization vector,

Ã′ν(t,
~k)ei

~k·~x =
(
a+ε

+
µ + a−ε

−
µ

)
e−ik·x. (5.1.29)

To sum, given an inertial frame, the electromagnetic vector potential Aµ in vac-
uum is given by the following superposition of spin-1 waves:

Aµ(x) = Re

∫
R3

d3~k

(2π)3

(
a+ε

+
µ (~k) + a−ε

−
µ (~k)

)
e−ik·x, (5.1.30)

where ε±µ are purely spatial polarization tensors orthogonal to the ki; and, under a
rotation by an angle θ around the plane perpendicular to ki transforms as ε±µ →
exp(±iθ)ε±µ .15

15For a given inertial frame and within the Lorenz gauge, we have been able to get rid of the ‘pure gauge’ spin-0
mode by a gauge transformation, leaving only the spin-1 (simple-harmonic) waves. Note, however, these waves
in eq. (5.1.30) would no longer be a admixture of pure spin-1 modes – simply by viewing them in a different
reference frame, i.e., upon a Lorentz boost.
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Problem 5.7. Circularly polarized light from 4D spin-1 Consider a single spin-1
plane wave (cf. (5.1.23)) propagating along the 3−axis, with kµ = k(1, 0, 0, 1):

A±µ (t, x, y, z) ≡ Re
{
a±ε

±
µ e
−ik(t−z)} , a± ∈ R. (5.1.31)

Compute the electric field ±E
i = F i0 and show that these plane waves give rise to circularly

polarized light, i.e., for either a fixed time t or spatial location z – the electric field direction
rotates in a circular fashion:

±E
i =

k · a±√
2

(
± sin(k(t− z))x̂i + cos(k(t− z))ŷi

)
, (5.1.32)

where x̂ and ŷ are the unit vectors in the 1− and 2−directions:

x̂i=̇(1, 0, 0) and ŷi=̇(0, 1, 0). (5.1.33)

Redshift For each Lorenz-gauge plane wave in an inertial frame {xµ = (t, ~x)},

ε±µ (k) exp(−ik · x) = ε±µ (k) exp(−ikjxj) exp(−iωt), ω ≡ |~k|, (5.1.34)

we may read off its frequency ω as the coefficient of the time coordinate t. Quantum mechanics
tells us ω is also the energy of the associated photon. In a different Lorentz inertial frame {x′}
related to the previous through the Lorentz transformation Λα

µ: xα = Λα
µx
′µ. Because the

phase in the plane wave solution of eq. (5.1.34) is a scalar, in the {x′} Lorentz frame

−ikαxα = −ikαΛα
µx
′µ = −i(kαΛα

0)t
′ − i(kαΛα

i)x
′i. (5.1.35)

The frequency ω′ and hence the photon’s energy in this {x′} frame is therefore

ω′ = kαΛα
0 = ω

(
Λ0

0 + k̂iΛ
i
0

)
(5.1.36)

k̂i ≡ ki/|~k|. (5.1.37)

There is a slightly different way to express this redshift result, that would help us generalize the
analysis to curved spacetime. To extract the frequency directly from the phase S ≡ k · x, we
may take its time derivative using the unit norm vector u ≡ ∂t = ∂0 that we may associate with
the worldlines of observers at rest in the {x} frame:

uµ∂µS = ∂0(kαx
α) = ω. (5.1.38)

The observers at rest in the {x′} frame have u′ ≡ ∂t′ = ∂0′ as their timelike unit norm tangent
vector. (Note: xα = Λα

µx
′µ ⇔ ∂µ′ = Λα

µ∂α.) The energy of the photon is then

u′α∂α′S = ∂t′S = Λα
0∂α(k · x) = Λα

0kα

= ω
(

Λ0
0 + k̂iΛ

i
0

)
. (5.1.39)
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Problem 5.8. Consider a single photon with wave vector kµ = ω(1, n̂i) (where n̂in̂jδ
ij = 1) in

some inertial frame {xµ}. Let a family of inertial observers be moving with constant velocity
vµ ≡ (1, vi) with respect to the frame {xµ}. What is the photon’s frequency ω′ in their frame?
Compute the redshift formula for ω′/ω. Comment on the redshift result when vi is (anti)parallel
to n̂i and when vi is perpendicular to n̂i.

Problem 5.9. Dispersion relations Consider the massive Klein-Gordon equation in
Minkowski spacetime: (

∂2 +m2
)
ϕ(t, ~x) = 0, (5.1.40)

where ϕ is a real scalar field. Find the general solution for ϕ in terms of plane waves exp(−ik ·x)
and obtain the dispersion relation:

k2 = m2 ⇔ E2 = ~p2 +m2, (5.1.41)

E ≡ k0, ~p ≡ ~k. (5.1.42)

If each plane wave is associated with a particle of d−momentum kµ, this states that it has mass
m. The photon, which obeys k2 = 0, has zero mass.

5.2 Gauge Invariant Variables for Vector Potential

Although the vector potential Aµ itself is not a gauge invariant object, we will now exploit the
spatial translation symmetry of Minkowski spacetime to seek a gauge-invariant set of partial
differential equations involving a “scalar-vector” decomposition of Aµ. There are at least two
reasons for doing so.

• This will be a warm-up to an analogous analysis for gravitation linearized about a Minkowski
“background” spacetime.

• We will witness how, for a given inertial frame, the only portion of the vector potential
Aµ that obeys a wave equation is its gauge-invariant “transverse” spatial portion. (Even
though every component of Aµ in the Lorenz gauge (cf. eq. (5.0.25)) obeys the wave
equation, remember such a statement is not gauge-invariant.) We shall also identify a
gauge-invariant scalar potential sourced by charge density.

Scalar-Vector Decomposition The scalar-vector decomposition is the statement that the
spatial components of the vector potential may be expressed as a gradient of a scalar α plus a
transverse vector αi:

Ai = ∂iα + αi, (5.2.1)

where by “transverse” we mean

∂iαi = 0. (5.2.2)

To demonstrate the generality of eq. (5.2.1) we shall first write Ai in Fourier space

Ai(t, ~x) =

∫
RD

dD~k

(2π)D
Ãi(t,~k)ei

~k·~x; (5.2.3)
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where ~k · ~x ≡ δijk
ixj = −kjxj. Every spatial derivative ∂j acting on Ai(t, ~x) becomes in Fourier

space a −ikj, since

∂jAi =

∫
RD

dD~k

(2π)D
∂j
(
iδabk

axb
)
Ãi(t,~k)ei

~k·~x

=

∫
RD

dD~k

(2π)D
(
iδabk

aδbj
)
Ãi(t,~k)ei

~k·~x

=

∫
RD

dD~k

(2π)D
ikjÃi(t,~k)ei

~k·~x

=

∫
RD

dD~k

(2π)D
(−ikj)Ãi(t,~k)ei

~k·~x. (5.2.4)

As such, the transverse property of αi(t, ~x) would in Fourier space become

−ikiα̃i(t,~k) = 0. (5.2.5)

At this point we simply write down

Ãi(t,~k) =

(
δij −

kikj
~k2

)
Ãj(t,~k) +

kikj
~k2

Ãj(t,~k). (5.2.6)

This is mere tautology, of course. However, we may now check that the first term on the left
hand side of eq. (5.2.6) is transverse:

−iki
(
δij −

kikj
~k2

)
Ãj(t,~k) = −i

(
kj −

~k2kj
~k2

)
Ãj(t,~k) = 0. (5.2.7)

The second term on the right hand side of eq. (5.2.6) is a gradient because it is

−iki
(
ikj
~k2
Ãj

)
. (5.2.8)

To sum, we have identified the α and αi terms of eq. (5.2.1) as

α(t, ~x) =

∫
RD

dD~k

(2π)D
ikj
~k2
Ãj(t,~k)ei

~k·~x; (5.2.9)

and the transverse portion as

αi(t, ~x) =

∫
RD

dD~k

(2π)D
Pij(~k)Ãj(t,~k)ei

~k·~x,

Pij(~k) ≡ δij −
kikj
~k2

. (5.2.10)

Notice it is really the projector Pij that is “transverse”; i.e.

kiPij(~k) = 0. (5.2.11)
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Let us also note that this scalar-vector decomposition is unique, in that – if we have the Fourier-
space equation

−ikiα̃ + α̃i = −ikiβ̃ + β̃i, (5.2.12)

where kiα̃i = kiβ̃i = 0, then

α̃ = β̃ and α̃i = β̃i. (5.2.13)

For, we may first “dot” both sides of eq. (5.2.12) with ~k and see that – for ~k 6= ~0,

~k2α̃ = ~k2β̃ ⇔ α̃ = β̃. (5.2.14)

Plugging this result back into eq. (5.2.12), we also conclude α̃i = β̃i.
Now, this scalar-vector decomposition is really just a mathematical fact, and may even be

performed in a curved space – as long as the latter is infinite – since it depends on the existence
of the Fourier transform and not on the metric structure. (A finite space would call for a discrete
Fourier-like series of sorts.) However, to determine its usefulness, we would need to insert it into
the partial differential equations obeyed by Ai, where the metric structure does matter. As
we now turn to examine, because of the spatial translation symmetry of Minkowski spacetime,
Maxwell’s equations themselves admit a scalar-vector decomposition. This, in turn, would lead
to PDEs for the gauge-invariant portions of Aµ.

Gauge transformations We first examine how the gauge transformation of eq. (5.0.15)
is implemented on a scalar-vector decomposed Aµ.

A0 → A0 + L̇ (5.2.15)

Ai = ∂iα + αi → ∂iα + αi + ∂iL (5.2.16)

= ∂i(α + L) + αi. (5.2.17)

From the uniqueness discussion above, we may thus identify the gauge-transformed “scalar”
portion of Ai

α→ α′ ≡ α + L (5.2.18)

and the “transverse-vector” portion of Ai to be gauge-invariant:

αi → αi. (5.2.19)

Let us now identify

Φ ≡ A0 − α̇ (5.2.20)

because it is gauge-invariant; for, according to eq. (5.2.18)

Φ→ A0 + L̇− ∂0(α + L) = A0 − α̇. (5.2.21)
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In terms of Φ and αi, the components of the electromagnetic tensor read

F0i ≡ Ȧi − ∂iA0 = α̇i + ∂iα̇− ∂iA0 (5.2.22)

= α̇i − ∂iΦ (5.2.23)

Fij = ∂[iAj] = ∂[iαj]. (5.2.24)

Electric current We also need to perform a scalar-vector decomposition of the electric
current

Jµ ≡ (ρE, ∂iJ + Ji) . (5.2.25)

Its conservation ∂µJµ = 0 now reads

ρ̇E − ∂i (∂iJ + Ji) = 0 (5.2.26)

ρ̇E = ~∇2J . (5.2.27)

Maxwell’s Equations At this point, we are ready to write down Maxwell’s equations
∂µFµν = Jν . From eq. (5.2.23), the ν = 0 component is

−∂iFi0 = ∂i(α̇i − ∂iΦ) = −~∇2Φ = ρE. (5.2.28)

The ν = i component of ∂µFµν = Jν , according to eq. (5.2.23) and (5.2.24),

∂0F0i − ∂jFji = ∂iJ + Ji (5.2.29)

α̈i − ∂iΦ̇− ∂j (∂jαi − ∂iαj) = ∂iJ + Ji (5.2.30)

∂2αi − ∂iΦ̇ = Ji + ∂iJ . (5.2.31)

As already advertised, we see that the spatial components of Maxwell’s equations does ad-
mit a scalar-vector decomposition. By the uniqueness argument above, we may read off the
“transverse-vector” portion to be

∂2αi = Ji. (5.2.32)

and the “scalar” portion to be

−Φ̇ = J . (5.2.33)

We have gotten 3 (groups of) equations – (5.2.28) through (5.2.33) – for 2 sets of variables
(Φ, αi). Let us argue that eq. (5.2.33) is actually redundant. Taking into account eq. (5.2.27),
we may take a time derivative of both sides of eq. (5.2.28),

−~∇2Φ̇ = ρ̇E = ~∇2J . (5.2.34)

For the physically realistic case of isolated electric currents, where we may assume implies both
Φ̇→ 0 and J → 0 as the observer-Ji distance goes to infinity, the solution to this above Poisson
equation is then unique. This hands us eq. (5.2.33).
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To sum: for physically realistic situations in Minkowski spacetime, if we perform
a scalar-vector decomposition of the photon vector potential Aµ through eq. (5.2.1)
and that of the current Jµ through eq. (5.2.25), we find a gauge-invariant Poisson
equation

~∇2Φ = ρE, Φ ≡ A0 − α̇; (5.2.35)

as well as a gauge-invariant wave equation

∂2αi = Ji. (5.2.36)

These illuminate the theoretical structure of electromagnetism. As you may recall, our explicit
discussions in 4D leading up to the spin-1 modes of eq. (5.1.30) led us to conclude that the non-
trivial homogeneous wave solutions of Maxwell’s equations are in fact of the “transverse-vector”
type. The gauge-invariant formalism for this section thus allows us to identify the source of
these spin-1 waves – they are the “transverse-vector” portion of the spatial electric current.
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B Conventions

Function argument There is a notational ambiguity whenever we write “f is a function of
the variable x” as f(x). If you did not know f were meant to be a function, what is f(x+sin(θ))?
Is it some number f times x+ sin θ? For this reason, in my personal notes and research papers
I reserve square brackets exclusively to denote the argument of functions – I would always write
f [x + sin[θ]], for instance. (This is a notation I borrowed from the software Mathematica.)
However, in these lecture notes I will stick to the usual convention of using parenthesis; but I
wish to raise awareness of this imprecision in our mathematical notation.

Einstein summation and index notation Repeated indices are always summed over,
unless otherwise stated:

ξipi ≡
∑
i

ξipi. (B.0.1)

Often I will remain agnostic about the range of summation, unless absolutely necessary.
In such contexts when the Einstein summation is in force – unless otherwise stated – both

the superscript and subscript are enumeration labels. ξi is the ith component of (ξ1, ξ2, ξ3, . . . ),
not some variable ξ raised to the ith power. The position of the index, whether it is super- or
sub-script, usually represents how it transforms under the change of basis or coordinate system
used. For instance, instead of calling the 3D Cartesian coordinates (x, y, z), we may now denote
them collectively as xi, where i = 1, 2, 3. When you rotate your coordinate system xi → Ri

jy
j,

the derivative transforms as ∂i ≡ ∂/∂xi → (R−1)ji∂j.
Dimensions Unless stated explicitly, the number of space dimensions is D; it is an arbi-

trary positive integer greater or equal to one. Unless stated explicitly, the number of spacetime
dimensions is d = D + 1; it is an arbitrary positive integer greater or equal to 2.
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Spatial vs. spacetime indices I will employ the common notation that spatial indices
are denoted with Latin/English alphabets whereas spacetime ones with Greek letters. Spacetime
indices begin with 0; the 0th index is in fact time. Spatial indices start at 1. I will also use
the “mostly minus” convention for the metric; for e.g., the flat spacetime geometry in Cartesian
coordinates reads

ηµν = diag [1,−1, . . . ,−1] , (B.0.2)

where “diag[a1, . . . , aN ]” refers to the diagonal matrix, whose diagonal elements (from the top
left to the bottom right) are respectively a1, a2, . . . , aN . Spatial derivatives are ∂i ≡ ∂/∂xi;
and spacetime ones are ∂µ ≡ ∂/∂xµ. The scalar wave operator in flat spacetime, in Cartesian
coordinates, read

∂2 = � = ηµν∂µ∂ν . (B.0.3)

The Laplacian in flat space, in Cartesian coordinates, read instead

~∇2 = δij∂i∂i, (B.0.4)

where δij is the Kronecker delta, the unit D ×D matrix I:

δij = 1, i = j

= 0, i 6= j. (B.0.5)

C Last update: November 16, 2017
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