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1 Classical Scalar Fields in Minkowski Spacetime

Field theory in Minkowski spacetime indicates we wish to construct partial differential equations
obeyed by fields such that they take the same form in all inertial frames – i.e., the PDEs are
Lorentz covariant. As a warm-up, we shall in this section study the case of scalar fields.

A scalar field φ(x) is an object that transforms, under Poincaré transformations

xµ = Λµνx
′ν + aµ (1.0.1)

as simply

φ(x(x′)) = φ
(
xµ = Λµνx

′ν + aµ
)
≡ φ(x′). (1.0.2)

To ensure that this is the case, we would like the PDE it obeys to take the same form in the
two inertial frames {xµ} and {x′µ} related by eq. (1.0.1). The simplest example is the wave
equation with some external scalar source J(x). Let’s first write it in the xµ coordinate system.

ηµν∂µ∂νφ(x) = J(x), ∂µ ≡ ∂/∂xµ. (1.0.3)

If putting a prime on the index denotes derivative with respect to x′µ, namely ∂µ′ ≡ ∂/∂x′µ,
then by the chain rule,

∂µ′ =
∂xσ

∂x′µ
∂

∂xσ
= ∂µ′

(
Λσρx

′ρ + aσ
)
∂σ (1.0.4)

= Λσµ∂σ. (1.0.5)

Therefore the wave operator indeed takes the same form in both coordinate systems:

ηµν∂µ′∂ν′ = ηµνΛσµΛ
ρ
ν∂σ∂ρ (1.0.6)

= ησρ∂σ∂ρ. (1.0.7)

because of Lorentz invariance

ηµνΛσµΛ
ρ
ν = ησρ. (1.0.8)

A generalization of the wave equation in eq. (1.0.3) is to add a potential V (φ):

∂2φ+ V ′(φ) = J, (1.0.9)

where ∂2 ≡ ηµν∂µ∂ν and the prime is a derivative with respect to the argument.

1.1 Action Principle and Symmetries

There is in fact an efficient means to define a theory such that it would enjoy the symmetries
one desires. This is the action principle. You may encountered it in (non-relativistic) Classical
Mechanics, where Newton’s second law emerges from demanding the integral

S ≡
∫ tf

ti

Ldt, (1.1.1)

L ≡ 1

2
m ˙⃗x(t)2 − V (x⃗(t)). (1.1.2)
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Here, L is called the Lagrangian, and in this context is the difference between the particle’s
kinetic and potential energy. The action of a field theory also plays a central role in its quantum
theory when phrased in the path integral formulation; roughly speaking, exp(iS) is related to the
infinitesimal quantum transition amplitude. For these reasons, we shall study the classical field
theories – leading up to General Relativity itself – through the principle of stationary action.

Lorentz covariance In field theory one defines an object similar to the one in eq.
(1.1.1), except the integrand L is now a Lagrangian density (per unit spacetime volume). To
obtain Lorentz covariant equations, we now demand that the Lagrangian density is, possibly
up to a total divergence, a scalar under spacetime Lorentz transformations and other symmetry
transformations relevant to the problem at hand.

S ≡
∫ tf

ti

Lddx (1.1.3)

One then demands that the action is extremized under the boundary conditions that the field
configurations at some initial ti and final time tf are fixed. If the spatial boundaries of the
spacetime are a finite distance away, one would also have to impose appropriate boundary
conditions there; otherwise, if space is infinite, the fields are usually assumed to fall off to zero
sufficiently quickly at spatial infinity – below, we will assume the latter for technical simplicity.
(In particle mechanics, the action principle also assumes the initial and final positions of the
particle are specified.)

Let us begin with a scalar field φ. For concreteness, we shall form its Lagrangian density
L(φ, ∂αφ) out of φ and its first derivatives ∂αφ. Demanding the resulting action be extremized
means its first order variation need to vanish. That is, we shall replace φ→ φ+ δφ (which also
means ∂αφ→ ∂αφ+ ∂αδφ) and demand that the portion of the action linear in δφ be zero.

δφS =

∫ tf

ti

ddx

(
∂L
∂φ

δφ+
∂L

∂(∂αφ)
∂αδφ

)
=

[∫
dd−1Σα

∂L
∂(∂αφ)

δφ

]tf
ti

+

∫ tf

ti

ddxδφ

(
∂L
∂φ

− ∂α
∂L

∂(∂αφ)

)
(1.1.4)

Because the initial and final field configurations φ(ti) and φ(tf) are assumed fixed, their respective
variations are zero by definition: δφ(ti) = δφ(tf) = 0. This sets to zero the first term on the
second equality. At this point, the requirement that the action be stationary means δφS be zero
for any small but arbitrary δφ, which in turn implies the coefficient of δφ must be zero. That
leaves us with the Euler-Lagrangian equations

∂L
∂φ

= ∂α
∂L

∂(∂αφ)
. (1.1.5)

We may now consider a coordinate transformation x(x′). Assuming L is a coordinate scalar,
this means the only ingredient that is not a scalar is the derivative with respect to ∂αφ. Since

∂xα

∂x′µ
∂αφ(x) = ∂µ′φ(x

′) ≡ ∂µ′φ (x(x′)) , (1.1.6)
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we have

∂L
∂(∂αφ(x))

=
∂(∂µ′φ(x

′))

∂(∂αφ(x))

∂L
∂(∂µ′φ(x′))

=
∂xα

∂x′µ
∂L

∂(∂µ′φ(x′))
. (1.1.7)

That is, ∂L/∂(∂αφ(x)) transforms as a rank-1 vector; and ∂α{∂L/∂(∂αφ(x))} is its divergence,
i.e., a scalar. Altogether, we have thus demonstrated that the Euler-Lagrange equations in eq.
(1.1.5), for a scalar field φ, is itself a scalar. This is a direct consequence of the fact that L is a
coordinate scalar by construction. A common example of such a scalar action is

S[φ] ≡
∫

ddx

(
1

2
ηµν∂µφ∂νφ− V (φ)

)
, (1.1.8)

where V is its scalar potential.

Problem 1.1. Show from eq. (1.1.5) that the equations derived from the action in eq. (1.1.8)
is ∂2φ = −V ′(ϕ).

Internal Global ON Symmetry To provide an example of a symmetry other than
the invariance under coordinate transformations, let us consider the following action involving
N > 1 scalar fields {φI|I = 1, 2, 3, . . . , N}:

S ≡
∫

ddxL
(
ηµν∂µφ

I∂νφ
I, φIφI

)
. (1.1.9)

With summation covention in force, we see that the sum over the scalar field label ‘I’ is simply
a dot product in ‘field space’. This in turn leads us to observe that the action is invariant under
a global rotation:

φI ≡ R̂I
Jφ

′J, (1.1.10)

where R̂I
AR̂

J
BδIJ = δAB. (By ‘global’ rotation, we mean the rotation matrices {R̂I

J} do not
depend on spacetime.) Explicitly,∫

ddxL
(
ηµν∂µφ

I∂νφ
I, φIφI

)
=

∫
ddxL

(
ηµν∂µφ

′I∂νφ
′I, φ′Iφ′I) . (1.1.11)

Let us now witness, because we have constructed a Lagrangian density that is invariant under
such an internal ON symmetry, the resulting equations of motion transform covariantly under
rotations. Firstly, the I-th Euler-Lagrange equation, gotten by varying eq. (1.1.9) with respect
to φI, reads

∂L
∂φI

= ∂α
∂L

∂(∂αφI)
. (1.1.12)

Under rotation, eq. (1.1.10) is equivalent to(
R̂−1

)J
I
φI = φ′J, (1.1.13)
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which in turn tells us (
R̂−1

)J
I
∂αφ

I = ∂αφ
′J. (1.1.14)

Therefore eq. (1.1.12) becomes

∂φ′J

∂φI

∂L
∂φ′J =

∂∂αφ
′J

∂∂αφI
∂α

∂L
∂(∂αφJ)

, (1.1.15)(
R̂−1

)J
I

∂L
∂φ′J =

(
R̂−1

)J
I
∂α

∂L
∂(∂αφJ)

. (1.1.16)

The PDEs for our ON -invariant scalar field theory transforms covariantly as a vector under
global rotation of the fields {φI}.

1.2 Local Conservation Laws

Non-relativistic You would be rightly shocked if you had stored a sealed tank of water on
your rooftop only to find its contents gradually disappearing over time – the total mass of water
ought to be a constant. Assuming a flat space geometry, if you had instead connected the tank
to two pipes, one that pumps water into the tank and the other pumping water out of it, the
rate of change of the total mass of the water

M ≡
∫
tank

ρ(t, x⃗)d3x⃗ (1.2.1)

in the tank – where t is time, x⃗ are Cartesian coordinates, and ρ(t, x⃗) is the water’s mass density
– is

d

dt

∫
tank

ρd3x⃗ = −
(∫

cross section of ‘in’ pipe

+

∫
cross section of ‘out’ pipe

)
d2Σ⃗ · (ρv⃗). (1.2.2)

Note that d2Σ⃗ points outwards from the tank, so at the ‘in’ pipe-tank interface, if the water
were indeed following into the pipe, −d2Σ⃗ · (ρv⃗) > 0 and its contribution to the rate of increase
is positive. At the ‘out’ pipe-tank interface, if the water were indeed following out of the pipe,
−d2Σ⃗ · (ρv⃗) < 0. If we apply Gauss’ theorem,∫

tank

ρ̇d3x⃗ = −
∫
tank

d3x⃗∇⃗ · (ρv⃗). (1.2.3)

If we applied the same sort of reasoning to any infinitesimal packet of fluid, with some local
mass density ρ, we would find the following local conservation law

ρ̇ = −∂i
(
ρ · vi

)
. (1.2.4)

This is a “local” conservation law in the sense that mass cannot simply vanish from one location
and re-appear a finite distance away, without first flowing to a neighboring location.

Relativistic We have implicitly assumed a non-relativistic system, where |v⃗| ≪ 1. This
is an excellent approximation for most hydrodynamics problems. Strictly speaking, however,
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relativistic effects – length contraction, in particular – imply that mass density is not a Lorentz
scalar. If we define ρ(t, x⃗) to be the mass density at (t, x⃗) in a frame instantaneously at rest
(aka ‘co-moving’) with the fluid packet, then the mass density current that is a locally conserved
Lorentz vector is given by

Jµ(t, x⃗) ≡ ρ(t, x⃗)vµ(t, x⃗). (1.2.5)

Along its integral curve vµ should be viewed as the proper velocity d(t, x⃗)µ/dτ of the fluid packet,
where τ is the latter’s proper time. Moreover, as long as the velocity vµ is timelike, which is
certainly true for fluids, let us recall it is always possible to find a (local) Lorentz transformation
Λµν(t, x⃗) such that

(1, 0⃗)µ ≡ v′µ = Λµν(t, x⃗)v
ν(t, x⃗). (1.2.6)

and the mass density-current is now

J ′µ = ρ(t′, x⃗′)v′µ = ρ(x′) · δµ0 . (1.2.7)

The local conservation law obeyed by this relativistically covariant current Jµ is now (in Carte-
sian coordinates)

∂µJ
µ = 0; (1.2.8)

which in turn is a Lorentz invariant statement. Total mass M in a given global inertial frame
at a fixed time t is

M ≡
∫
R3

d3x⃗J0. (1.2.9)

To show it is a constant, we take the time derivative, and employ eq. (1.2.8):

Ṁ =

∫
R3

d3x⃗∂0J
0 = −

∫
R3

d3x⃗∂iJ
i. (1.2.10)

The divergence theorem tells us that this is equal to the flux of J i at spatial infinity. But there
is no J i at spatial infinity for physically realistic – i.e., isolated – systems.

1.3 Noether: Continuous Symmetries and Conserved Currents

A field is a substance permeating spacetime. In this section, we shall attempt to associate
with it energy-momentum at every location in spacetime, by identifying the Noether’s currents
associated with the symmetries of Minkowski spacetime. Specifically, the conservation of energy
is due to the time translation symmetry of the system at hand. The conservation of linear
momentum is due to its spatial translation symmetry; whereas the conservation of angular
momentum is due to rotational symmetry. Throughout this discussion, we will assume the
dynamics of the field theory is governed by some Lorentz invariant Lagrangian density that
depends on the field, and on its first derivatives – but no higher.

Spacetime Translations and Stress-Energy Tensor The physical interpretation
delineated here for the components of T µ̂ν̂ is really an assertion. Let us attempt to justify it
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partially, by appealing to the flat spacetime limit, where the momentum of a classical field theory
may be viewed as the conserved Noether current of spacetime translation symmetry. Specifically,
let us analyze the canonical scalar field theory of eq. (1.1.8) but with gµν = ηµν .

L(x) = 1

2
ηµν∂µφ(x)∂νφ(x)− V (φ(x)) . (1.3.1)

Since L is Lorentz invariant, we may consider an infinitesimal spacetime displacement,

xµ = x′µ + aµ, (1.3.2)

for constant but ‘small’ aµ.

L(x) = L(x′) + aµ∂µ′L(x′) +O
(
a2
)
. (1.3.3)

On the other hand, ∂/∂xµ = ∂µ = ∂µ′ = ∂/∂x′µ and

L(x′ + a) = L(x′) + ∂L
∂φ(x′)

aν∂ν′φ(x
′) +

∂L
∂∂µ′φ(x′)

aν∂ν′∂µ′φ(x
′) +O

(
a2
)

(1.3.4)

= L(x′) + aν∂ν′φ(x
′)

{
∂L

∂φ(x′)
− ∂µ′

∂L
∂∂µ′φ(x′)

}
+ aν∂µ′

(
∂ν′φ(x

′)
∂L

∂∂µ′φ(x′)

)
+O

(
a2
)
.

(1.3.5)

Using the equations-of-motion for the scalar field

∂L
∂φ(x′)

− ∂µ′
∂L

∂∂µ′φ(x′)
= 0, (1.3.6)

eq. (1.3.5) becomes

L(x′ + a) = L(x′) + aν∂µ′

(
∂ν′φ(x

′)
∂L

∂∂µ′φ(x′)

)
. (1.3.7)

We may now equate the linear-in-aν terms on the right hand sides of equations (1.3.3) and
(1.3.7), and find the following conservation law:

∂µ′

{
aγ
(
∂γ′φ(x

′)
∂L

∂∂µ′φ(x′)
− δµγL(x′)

)}
= 0. (1.3.8)

By setting aγ = δγν , for a fixed ν, we may identify the conserved quantity inside the {. . . } as the
Noether momentum pν due to translation symmetry along the ν-th direction.1 Doing so now
allows us to identify the conserved stress tensor

T µν = ∂ν′φ(x
′)

∂L
∂∂µ′φ(x′)

− δµνL(x′). (1.3.9)

1As a simple parallel to the situation here: in classical mechanics, because the free Lagrangian L = (1/2) ˙⃗x2

is space-translation invariant, ∂L/∂xi = 0, we may identify the momentum pi ≡ ∂L/∂ẋi as the corresponding
Noether charge.
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Applying this to eq. (1.3.1), we obtain

T µν = ∂νφ∂
µφ− δµν

(
1

2
(∂φ)2 − V (φ)

)
. (1.3.10)

It is possible to obtain the same result by first writing the scalar action in curved spacetime, and
reading off T µν as the coefficient of −(1/2)δgµν upon perturbing gµν → gµν+δgµν . Unfortunately,
this procedure does not yield a unique T µν , let alone a necessarily gauge-invariant one. (This
issue has a long history, starting from at least [?, ?].)

Interpretation of Jµνa
ν. Just as the local conservation of mass or electric charge leads

to their appropriate currents Jµ and their divergence free properties ∂µJ
µ, we shall see here that

the conservation of energy and momentum leads us to the divergence-less energy-momentum-
shear-stress tensor – or, more commonly, the energy-momentum or stress-energy tensor.

In a given inertial frame, we associate time translation symmetry with the conservation of
energy. Hence, by choosing aν∂ν = ∂t, we may associate Jµ0 as the energy current. Whenever
it is timelike, the zeroth component J0

0 may be associated with the co-moving energy density;
whereas J i0 is the momentum density (i.e., energy per time per area perpendicular to J i0).

In the same inertial frame, we associate translation symmetry in the ith spatial direction with
the conservation of the ith component of momentum. By choosing aν∂ν = ∂i, we may associate
Jµi with the current associated with the ith component of the (spatial) momentum. The zeroth
component J0

i is the density of the ith component of momentum; this tells us J0i ∼ J i0 (up
to an overall sign). Whereas Jki is the ith component of momentum per unit time across the
spatial surface perpendicular to the kth spatial direction. In particular, when k = i, this would
be the momentum per unit time through the surface perpendicular to the i = kth direction –
but this is simply the pressure (force per unit time) acting on an infinitesimal slab between xi

and xi + dxi in the i = k direction. For i ̸= k, the Jki is shear: force in the ith direction per
unit area perpendicular to the kth direction. Now, if the force in the kth direction per unit area
perpendicular to the ith direction were not equal to the Jki, there will be a torque generated on
the (i, k) plane on an infinitesimal area. Hence, we expect Jki = J ik.

All these considerations allow us to identify the components Jαβ ≡ Tαβ as those of the
energy-momentum-shear-stress (note: stress ≡ pressure) tensor, the flux of the µth component
of energy-momentum across the hypersurface orthogonal to the νth direction.

� T 00 is the energy density (≡ energy per unit spatial volume).

� T 0i = T i0 is the linear momentum density (≡ energy per unit time per unit area perpen-
dicular to the ith direction).

� T ij = T ji for i ̸= j is the shear density; the flow of the ith component of momentum per
unit time per unit area perpendicular to the jth surface.

� T ii is the pressure/stress (≡ force per unit area) in the ith direction.

Noether: General Case Let us suppose that a small change is induced on some real
scalar field δφ that leaves the Lagrangian invariant up to a total derivative.

φ→ φ+ δφ, (1.3.11)

L → L+ ∂µK
µ. (1.3.12)
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On the other hand, we may expand

∂µK
µ =

∂L
∂φ

δφ+
∂L
∂∂µφ

∂µδφ (1.3.13)

=

(
∂L
∂φ

− ∂µ
∂L
∂∂µφ

)
δφ+ ∂µ

(
∂L
∂∂µφ

δφ

)
(1.3.14)

The first group of terms on the right hand side of the second equality is the Euler-Lagrange
operation on the Lagrangian. In particular, we see that – if the EoM of the scalar is satisfied –
then we may identify

∂µJ
µ = 0 (1.3.15)

Jµ =
∂L

∂(∂µφ)
δφ−Kµ. (1.3.16)

Noether’s Currents: Ambiguities Notice we read off the Noether current from a diver-
gence equation of the form ∂µJ

µ = 0. That means we may add an identically conserved current
to the LHS and, hence, yield a different Noether Jµ. It turns out, the most general identi-
cally conserved current takes the form ∂µ∂νK

µν for arbitrary but anti-symmetric Kµν = −Kνµ.
Hence, Noether currents are always ambiguous up to this additive ∂νK

µν term. Furthermore, if
Jµ is conserved, so is a constant A times it. To sum,

If, due to some continuous symmetry, Jµ is conserved when evaluated on the
solutions to the Euler-Lagrange equations, so is

J ′µ ≡ A · (Jµ + ∂νK
µν) (1.3.17)

for arbitrary constant A and anti-symmetric Kµν = −Kνµ.

This means the stress energy tensor we ‘derived’ earlier is, likewise, ambiguous in the same
manner. In a given physical situation, therefore, we need additional criteria to pin down the
precise physical meanings of the components of the Noether currents.

Internal SOD Example If a Lagrangian involves 3 scalar fields φI such that the former
is invariant under global SOD rotations of the latter:

L =
1

2
∂αφ

I∂αφI − V
(
φIφI

)
, (1.3.18)

φI → R̂I
Jφ

J, (1.3.19)

L → L. (1.3.20)

Under infinitesimal rotations, we may rotate the pairs (1, 2), (1, 3) and (2, 3).

φI → φI − iθ
(
ĴAB

)
IJ
φJ (1.3.21)

Recalling that i(ĴAB)IJ = δA[I δ
B
J], we may recognize

δφI = δI[AφB]. (1.3.22)
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The Noether currents – one for each rotation generator – are

JµK =
∂L
∂∂µφI

δI[AφB] (1.3.23)

= ∂µφ[A · φB]. (1.3.24)

We may check explicitly that this is conserved. Firstly, the EoMs are

∂2φI = −2φIV ′(φ⃗2). (1.3.25)

Hence,

∂µJ
µ = ∂2φ[A · φB] + ∂µφ[I · ∂µφB] (1.3.26)

= −2V ′ · φ[A · φB] = 0. (1.3.27)

Problem 1.2. Noether, Lorentz and Angular Momentum Above, we consider the
Noether current T µα, obeying ∂µT

µ
α = 0. corresponding to spacetime translation symmetry.

Let us now consider the Noether current Jµαβ, obeying ∂µJ
µ
αβ = 0, from the Lorentz trans-

formation xα → Λαβx
β. (Why are there two extra indices (αβ) on the Noether current? Hint:

How are the Lorentz generators labeled?) Show that it is possible to obtain

Jµαβ = T µ[αxβ], (1.3.28)

where T µν is the Noether current of spacetime translations in eq. (1.3.9). Interpret the compo-
nents of Jµαβ; i.e., what is the Noether current of spatial rotations? And of boosts?

Problem 1.3. Symmetric Noether Currents Explain why, if ∂µJ
µαβ = 0, where Jµαβ

is given by eq. (1.3.28), then T µν = T νµ.
In other words, if we can obtain the Noether current of Lorentz transformations to be re-

lated to that of spacetime translations in the form of eq. (1.3.28), then the Noether current of
spacetime translations must be a symmetric tensor. This symmetry property is important for
interpreting T µν as the energy-momentum-stress tensor.

1.4 Hamiltonian Formulation

1D Particle Mechanics: Review In particle mechanics, from the Lagrangian L(q, q̇), we
may define the momentum conjugate to the (generalized) position q as

p ≡
(
∂L(q, q̇)

∂q̇

)
q

. (1.4.1)

This relation between p and (q, q̇) usually allows us to invert q̇ for the pair (q, p); so that every
variable can now be expressed in terms of this pair – this allows the interpretation of (q, p) as
independent “phase space” variables in what follows. The Hamiltonian itself is

H(q, p) ≡ p · q̇(q, p)− L(q, p), (1.4.2)

L(q, p) ≡ L(q, q̇(q, p)). (1.4.3)
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Hamilton’s equations now reads

q̇ =
∂H

∂p
and ṗ = −∂H

∂q
. (1.4.4)

Field Theory For field theory, an analogous discussion follows. The Lagrangian L(φ, ∂φ) =
L(φ, φ̇, ∇⃗φ) depends on the field (which is analogous to the position q) and its partial derivatives.
The time derivative φ̇ ≡ ∂0φ is analogous to q̇; this, in turn, allows us to define the momentum
conjugate to φ as

Π(x) ≡ ∂L
∂(∂0φ(x))

. (1.4.5)

Like the particle mechanics case, we shall assume it is possible to solve φ̇ in terms of φ and Π.
We then define the Hamiltonian density via the Legendre transform:

H ≡ Π · ∂0φ− L. (1.4.6)

We may vary this Legendre transform,

δH = δΠ · ∂0φ+Π · ∂0δφ− ∂L
∂φ

δφ− ∂L
∂∂0φ

∂0δφ− ∂L
∂∂iφ

∂iδφ (1.4.7)

= δΠ · ∂0φ+Π · ∂0δφ− ∂L
∂φ

δφ− Π · ∂0δφ− ∂L
∂∂iφ

∂iδφ (1.4.8)

= δΠ · ∂0φ− ∂L
∂φ

δφ+ ∂i
∂L
∂∂iφ

δφ− ∂i

(
∂L
∂∂iφ

δφ

)
. (1.4.9)

Applying the Euler-Lagrange equations

∂0
∂L
∂∂0φ

+ ∂i
∂L
∂∂iφ

=
∂L
∂φ

, (1.4.10)

∂i
∂L
∂∂iφ

=
∂L
∂φ

− ∂0Π. (1.4.11)

to eq. (1.4.9), we find that

δH = δΠ · ∂0φ− ∂L
∂φ

δφ+

(
∂L
∂φ

− Π̇

)
δφ− ∂i

(
∂L
∂∂iφ

δφ

)
(1.4.12)

= δΠ · φ̇− Π̇ · δφ− ∂i

(
∂L
∂∂iφ

δφ

)
. (1.4.13)

On the other hand, we may vary the Hamiltonian as a function of the field, its spatial gradient,
and the conjugate momentum:

φ→ φ+ δφ, (1.4.14)

Π → Π+ δΠ; (1.4.15)
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and discover

δH =
∂H
∂Π

· δΠ+
∂H
∂φ

· δφ+
∂H
∂∂iφ

· ∂iδφ (1.4.16)

=
∂H
∂Π

· δΠ+

(
∂H
∂φ

− ∂i
∂H
∂∂iφ

)
· δφ+ ∂i

(
∂H
∂∂iφ

· δφ
)
. (1.4.17)

Comparing the two variation results,

δΠ ·
(
φ̇− ∂H

∂Π

)
−
(
Π̇ +

∂H
∂φ

− ∂i
∂H
∂∂iφ

)
δφ = ∂i

{(
∂H
∂∂iφ

+
∂L
∂∂iφ

)
δφ

}
. (1.4.18)

If we integrate both sides over space, the right hand side will be converted into a surface integral
at spatial infinity, which we may argue should fall off to zero as long as δφ does.∫

RD
dDx⃗

{
δΠ ·

(
φ̇− ∂H

∂Π

)
−
(
Π̇ +

∂H
∂φ

− ∂i
∂H
∂∂iφ

)
δφ

}
= 0 (1.4.19)

By viewing Π and φ as independent variables, the coefficients of their variations on the left hand
side must therefore be individually zero because δΠ and δφ are arbitrary at every point in space.

φ̇ =
∂H
∂Π

(1.4.20)

Π̇ = ∂i
∂H
∂∂iφ

− ∂H
∂φ

(1.4.21)

This in turn implies, the right hand side of eq. (1.4.18) must be zero too. And since δφ was
arbitrary,

∂H
∂(∂iφ)

= − ∂L
∂(∂iφ)

. (1.4.22)

Example Let us work out Hamilton’s equations for the canonical scalar field in eq. (1.3.1).

Π =
∂L
∂φ̇

= φ̇ (1.4.23)

The Lagrangian is thus

L =
1

2
Π2 − 1

2
(∇⃗φ)2 − V. (1.4.24)

The Legendre transform now reads

H = Π2 −
(
1

2
Π2 − 1

2
(∇⃗φ)2 − V

)
(1.4.25)

=
1

2
Π2 +

1

2
(∇⃗φ)2 + V. (1.4.26)
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Hamilton’s equations are

φ̇ = Π, (1.4.27)

Π̇ = ∇⃗2φ− V ′(φ). (1.4.28)

When combined, they simply yield φ̈− ∇⃗2φ = −V ′ as before. We may also readily verify

∂H
∂(∂iφ)

= ∂iφ = − ∂L
∂(∂iφ)

. (1.4.29)

Problem 1.4. Lagrangians from Hamiltonians Starting from the relationship between
the Hamiltonian and the Lagrangian in eq. (1.4.6) – but in terms of Π, ∂iφ and φ – show
that Hamilton’s equations in equations (1.4.20) and (1.4.21) imply the Euler-Lagrange equation
∂µ(∂L/∂(∂µφ)) = ∂L/∂φ.

Problem 1.5. Hamilton’s Equations for ON model Work out Hamilton’s equations
from the Lagrangian in eq. (1.3.18).

Problem 1.6. Poisson Brackets and Time Evolution Define the ‘equal-time’ functional
derivatives

δφ(t, x⃗)

δφ(t, y⃗)
= δ(D)(x⃗− y⃗), (1.4.30)

δΠ(t, x⃗)

δΠ(t, y⃗)
= δ(D)(x⃗− y⃗), (1.4.31)

δφ(t, x⃗)

δΠ(t, y⃗)
= 0 =

δΠ(t, x⃗)

δφ(t, y⃗)
; (1.4.32)

as well as the ‘equal-time’ Poisson bracket

{f(φ(t, x⃗),Π(t, x⃗)), g(φ(t, x⃗′),Π(t, x⃗′))}

≡
∫
RD

dDy⃗

(
δf(t, x⃗)

δφ(t, y⃗)

δg(t, x⃗′)

δΠ(t, y⃗)
− δg(t, x⃗)

δφ(t, y⃗)

δf(t, x⃗)

δΠ(t, y⃗)

)
. (1.4.33)

Show that, for the canonical Hamiltonian in eq. (1.4.26), the Poisson bracket equations

∂tφ(t, x⃗) = {φ(t, x⃗), H(t)} , (1.4.34)

∂tΠ(t, x⃗) = {Π(t, x⃗), H(t)} (1.4.35)

involving the total Hamiltonian

H(t) ≡
∫
RD

dDx⃗′′H(t, x⃗′′); (1.4.36)

is in fact equivalent to Hamilton’s equations.

14



1.5 Fourier Space(time)

One of the key insights that we need for doing perturbative field theory in Minkowski space-
time, is that the linear massive wave equation is really an infinite collection of simple harmonic
oscillators (SHOs) in Fourier space. That is, if we decompose

φ(t, x⃗) =

∫
RD

dDk⃗

(2π)D
φ̃(t, k⃗)eik⃗·x⃗ =

∫
RD

dDk⃗

(2π)D
φ̃(t, k⃗)e−ikjx

j

, (1.5.1)

we see that

∂2φ(x) =

∫
d3k⃗

(2π)3

(
¨̃φ+ k⃗2φ̃

)
eik⃗·x⃗ (1.5.2)

because each spatial derivative acting on the exponential amounts to the replacement rule ∂j →
−ikj because

∂je
ik⃗·x⃗ = ∂j

(
−iklxl

)
eik⃗·x⃗ (1.5.3)

=
(
−iklδlj

)
eik⃗·x⃗ (1.5.4)

= (−ikj) eik⃗·x⃗. (1.5.5)

The wave equation sourced by some external J ,

φ̈(t, x⃗)− ∇⃗2φ(t, x⃗) +m2φ(t, x⃗) = J(t, x⃗) (1.5.6)

becomes the driven SHO equation

¨̃φ(t, k⃗) + E2
k⃗
φ̃(t, k⃗) = J̃(t, k⃗), (1.5.7)

where the SHO frequency is the energy

Ek⃗ ≡
√
k⃗2 +m2. (1.5.8)

This insight is particularly important when we later quantize φ, because we may then view each
Fourier mode of the scalar field as a quantum SHO. But let’s first turn to two key physical
features of our scalar field. First, for the linear wave equation sourced by J , let us witness that
the presence or absence of the mass m determines whether φ itself is short- or long-ranged.

Classical Linear Solutions Remember that the retarded Green’s function of the SHO
with frequency Ω is

GSHO(T ) = Θ(T )
sin(ΩT )

Ω
, (1.5.9)

where (
d2

dT 2
+ Ω2

)
GSHO(T ) = δ(T ). (1.5.10)
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The classical causality-obeying solution to eq. (1.5.7) is thus

φ̃(t, k⃗) =

∫ t

−∞

sin(Ek⃗(t− t′))

Ek

· J̃
(
t′, k⃗
)
dt′, (1.5.11)

φ(x) =

∫
RD

dDx⃗′
∫
R
dt′

(
Θ(t− t′)

∫
RD

dDk⃗

(2π)D
eik⃗·(x⃗−x⃗

′) sin(Ek⃗(t− t′))

Ek

)
J (t′, x⃗′) (1.5.12)

≡
∫
RD

dDx⃗′
∫
R
dt′Gret(x− x′)J (x′) . (1.5.13)

Problem 1.7. Long or Short Range? Massive versus Massless Consider a static
point mass resting at x⃗ = 0 in the {xµ} inertial frame, namely

J(t, x⃗) = J0δ
(3) (x⃗) , J0 constant. (1.5.14)

Solve eq. (1.5.6). Hint: You may assume the time derivatives in eq. (1.0.9) can be neglected.

Then go to Fourier k⃗−space. You should find

φ̃(k⃗) =
J0

k⃗2 +m2
. (1.5.15)

You should find

φ(t, r ≡ |x⃗|, θ, ϕ) = J0
exp(−mr)

4πr
. (1.5.16)

That is, φ describes a short-range force (with range 1/m) that, when m→ 0, recovers the long-
range Coulomb/Newtonian 1/r potential. (Hint: The 3D Fourier integral can be reduced to a
1D integral, which can then be tackled by closing the contour on the complex plane.)

Next, consider an inertial frame {x′µ} that is moving relative to the {xµ} frame at velocity
v along the positive x3 axis. What is φ(x′) in the new frame?

Problem 1.8. Nonlinearities as Self-Coupled SHOs By going to Fourier space, con-
sider a potential that is a polynomial of degree n in the field φ, with minimum at φ = 0,

V (φ) =
n∑
ℓ=2

pℓ
ℓ
φℓ. (1.5.17)

Show that the Fourier space version of eq. (1.0.9) is:

¨̃φ(t, k⃗) + (k2 + p2)φ̃(t, k⃗) = J̃(t, k⃗)

−
n−1∑
ℓ=2

pℓ+1

ℓ∏
s=1

(∫
d3k⃗s
(2π)3

φ̃(t, k⃗s)

)
(2π)3δ(3)

(
k⃗ − k⃗1 − · · · − k⃗ℓ

)
. (1.5.18)

Observe, for a given k⃗, the non-linearities of the potential V (ϕ) give rise to a driving force – the
second line on the right hand side – due to the field itself but from superposing over a range of
Fourier modes.
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Hint: Let’s work out the ℓ = 2 contribution as an example. This is comes from the cubic p3
term in the potential:

V ′(φ) = p3φ(t, x⃗)
2 + . . . . (1.5.19)

The Fourier decomposition of φ2 is

φ̃2(t, k⃗) =

∫
d3x⃗φ(x)2e−ik⃗·x⃗ (1.5.20)

=

∫
d3x⃗

∫
d3k⃗1
(2π)3

φ̃(t, k⃗1)e
ik⃗1·x⃗

∫
d3k⃗2
(2π)3

φ̃(t, k⃗2)e
ik⃗2·x⃗e−ik⃗·x⃗ (1.5.21)

=

∫
d3k⃗1
(2π)3

φ̃(t, k⃗1)

∫
d3k⃗2
(2π)3

φ̃(t, k⃗2)

∫
d3x⃗ei(k⃗1+k⃗2−k⃗)·x⃗ (1.5.22)

=

∫
d3k⃗1
(2π)3

φ̃(t, k⃗1)

∫
d3k⃗2
(2π)3

φ̃(t, k⃗2)(2π)
3δ(3)

(
k⃗ − k⃗1 − k⃗2

)
. (1.5.23)

Problem 1.9. Dispersion relations Consider the massive Klein-Gordon equation in
Minkowski spacetime: (

∂2 +m2
)
φ(t, x⃗) = 0, (1.5.24)

where φ is a real scalar field. Find the general solution for φ in terms of plane waves exp(−ik ·x)
and obtain the dispersion relation:

k2 = m2 ⇔ E2 = p⃗2 +m2, (1.5.25)

E ≡ k0, p⃗ ≡ k⃗. (1.5.26)

If each plane wave is associated with a particle of d−momentum kµ, this states that it has mass
m. The photon, which obeys k2 = 0, has zero mass.

1.6 ⋆Uniqueness of Lagrangians

In this section, let us ask the following question. Suppose two Lagrangian densities L(φ, ∂φ)
and L′(φ, ∂φ), which we shall assume only depends on φ and its first derivatives, yield the same
EoM:

∂L
∂φ

− ∂µ
∂L
∂∂µφ

=
∂L′

∂φ
− ∂µ

∂L′

∂∂µφ
. (1.6.1)

What is the most general ∆ ≡ L − L′? In particular, this means ∆ solves the Euler-Lagrange
equation identically – namely, its form should not depend on the specific solution of φ.

0 =
∂∆

∂φ
− ∂µ

∂∆

∂∂µφ
(1.6.2)

=
∂∆

∂φ
− ∂µφ

∂2∆

∂φ∂∂µφ
− ∂µ∂γφ

∂2∆

∂∂γφ∂∂µφ
(1.6.3)
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Since this holds for any φ, the only way the second derivative terms vanish is

∂2∆

∂∂γφ∂∂µφ
= 0, (1.6.4)

i.e., ∆ can only be linear in ∂φ.

∆ = ∆I(φ) + ∂αφ∆
α
II(φ) (1.6.5)

Euler-Lagrange then reduces to

∆′
I(φ) + ∂αφ∆

α
II
′(φ)− ∂α∆

α
II(φ) = 0 (1.6.6)

∆′
I(φ) + ∂αφ∆

α
II
′(φ)− ∂αφ∆

α
II
′(φ) = 0 (1.6.7)

∆′
I(φ) = 0. (1.6.8)

Hence, if we define

∆α
0 (z) ≡

∫ z

∆α
II(z

′)dz′, (1.6.9)

most general ∆ is a total divergence (plus an irrelevant constant):

∆ = ∂α∆
α
0 (φ) = ∂αφ∆

α
II(φ). (1.6.10)

If two Lagrangian densities depending on φ, ∂φ but no higher derivatives yield
the same Euler-Lagrange equations-of-motion, they must differ only up to a total
divergence.

Actually, if the single scalar theory is Lorentz invariant, ∆α
II would have to be proportional to

∂αφ, since there are no other vectors in the problem at hand. But ∆α
II does not depend on the

derivatives of φ. Hence, the result is likely stronger: a field theory involving a single scalar that
has a Lorentz invariant Lagrangian density L(φ, ∂φ) must be unique up to an additive constant.
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2 Quantum Field Theory of Massive Scalar Fields

We will quantize the scalar field in this chapter. As with all quantum systems – quantum
mechanics or quantum field theories – we will continue to assume that Schrodinger’s equation
holds:

i∂t |ψ⟩ = H |ψ⟩ . (2.0.1)

The key is to understand what the Hamiltonian of a quantum field theory is. We shall first do
so for the non-interacting case.

2.1 Non-Interacting Case

2.1.1 Heisenberg Equations of Motion; Equal-Time Commutators

In d dimensional Minkowski spacetime, the theory of a free massive real/Hermitian scalar field
is defined by the Lagrangian density

L =
1

2
(∂φ)2 − m2

2
φ2 (2.1.1)

=
1

2
φ̇2 − 1

2
∇⃗φ · ∇⃗φ− 1

2
m2φ2. (2.1.2)

The momentum conjugate to φ is defined as

Π ≡ ∂L
∂φ̇

= φ̇. (2.1.3)

Its Hamiltonian density is

H ≡ Π · φ̇− L = Π2 −
(
1

2
Π2 − 1

2
∇⃗φ · ∇⃗φ− 1

2
m2φ2

)
(2.1.4)

=
1

2
Π2 +

1

2
∇⃗φ · ∇⃗φ+

1

2
m2φ2. (2.1.5)

Quantization in “real” spacetime In position spacetime, and on a constant t surface, we
shall identify the field at each spatial point x⃗ as an independent quantum mechanical “system”.
As such, in analogy with the quantum mechanical [X,P ] = i and [X,X] = 0 = [P, P ], we shall
impose the equal-time commutation relations

[φ(t, x⃗),Π(t, x⃗′)] = iδ(d−1) (x⃗− x⃗′) , (2.1.6)

[φ(t, x⃗), φ(t, x⃗′)] = 0 = [Π(t, x⃗),Π(t, x⃗′)] . (2.1.7)

We reiterate, this holds when both fields are evaluated at the same time t; we will see below
that [φ(x), φ(y)] ̸= 0 in general. Moreover, note that the second line implies

[∂xiφ(t, x⃗), φ(t, x⃗
′)] = 0. (2.1.8)

As we shall witness, in Fourier space, this quantization condition is intimately related to the
simple harmonic oscillator (SHO) algebra, which in turn leads us to the particle interpretation.
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Problem 2.1. If we decompose the operators in Fourier space,

φ(t, x⃗) =

∫
RD

dDk⃗

(2π)D
φ̃(t, k⃗)eik⃗·x⃗, (2.1.9)

Π(t, x⃗) =

∫
RD

dDk⃗

(2π)D
Π̃(t, k⃗)eik⃗·x⃗; (2.1.10)

show that the commutation relations in eq. (2.1.6) and (2.1.7) translates to[
φ̃(t, k⃗), Π̃(t, k⃗′)

]
= (2π)Diδ(D)(k⃗ + k⃗′), (2.1.11)[

φ̃(t, k⃗), φ̃(t, k⃗′)
]
= 0 =

[
Π̃(t, k⃗), Π̃(t, k⃗′)

]
. (2.1.12)

Since the scalar field depends on spacetime, it is necessarily time dependent. We shall
postulate φ(x) is a Heisenberg picture operator. It must therefore obey the equations of motion
(EoM)

φ̇(t, x⃗) = i [HH(t), φ(t, x⃗)] (2.1.13)

= i

∫
dd−1y⃗

[
1

2
Π2(t, y⃗) +

1

2
∇⃗φ(t, y⃗) · ∇⃗φ(t, y⃗) + 1

2
m2φ2(t, y⃗), φ(x)

]
(2.1.14)

= i

∫
dd−1y⃗

[
1

2
Π2(t, y⃗), φ(x)

]
(2.1.15)

=
i

2

∫
dd−1y⃗ (Π(t, y⃗) [Π(t, y⃗), φ(x)] + [Π(t, y⃗), φ(x)] Π(t, y⃗)) (2.1.16)

=
i

2

∫
dd−1y⃗ (Π(t, y⃗) [Π(t, y⃗), φ(t, x⃗)] + [Π(t, y⃗), φ(t, x⃗)] Π(t, y⃗)) (2.1.17)

= i(−i)
∫

dd−1y⃗Π(t, y⃗)δ(d−1)(y⃗ − x⃗) = Π(t, x⃗). (2.1.18)

Similarly,

Π̇(t, x⃗) = i [HH(t),Π(t, x⃗)] (2.1.19)

= i

∫
dd−1y⃗

[
1

2
Π2(t, y⃗) +

1

2
∇⃗φ(t, y⃗) · ∇⃗φ(t, y⃗) + 1

2
m2φ2(t, y⃗),Π(t, x⃗)

]
(2.1.20)

=
i

2

∫
dd−1y⃗

[
∇⃗φ(t, y⃗) · ∇⃗φ(t, y⃗) +m2φ2(t, y⃗),Π(t, x⃗)

]
(2.1.21)

= −
∫

dd−1y⃗
(
∇⃗φ(t, y⃗) · ∇⃗y⃗δ

(d−1)(y⃗ − x⃗) +m2φ(t, y⃗)δ(d−1)(y⃗ − x⃗)
)

(2.1.22)

= ∇⃗2φ(t, x⃗)−m2φ(t, x⃗). (2.1.23)

Altogether, we have φ̈ = Π̇ = ∇⃗2φ − m2φ. Just like the quantum mechanical 1D SHO, the
Heisenberg EoM for the φ is precisely its classical counterpart:(

∂2 +m2
)
φ(x) = 0. (2.1.24)
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Problem 2.2. Covariant Alternative to Equal Time Commutation Relations An
alternate means to canonical quantization that emphasizes the Lorentz covariance nature of
quantum fields is to demand that their (anti-)commutators yield the difference between the
classical retarded and advanced Green’s functions. For a scalar field with mass m > 0,

L = (1/2)(∂φ)2 − (m2/2)φ2, (2.1.25)

we may postulate that

i [φ(x), φ(x′)] = G+(x− x′)−G−(x− x′), (2.1.26)

G±(z) = −
∫ +∞±i0+

−∞±i0+

dω

2π

∫
Rd−1

dd−1k⃗

(2π)d−1

e−iωz
0
eik⃗·z⃗

ω2 − k⃗2 −m2
. (2.1.27)

Note that:

(∂2 +m2)G±(x) = δ(4)(x). (2.1.28)

Show that the covariant starting point in eq. (2.1.26) leads to the canonical equal time commu-
tation relations

[φ(t, x⃗),Π(t, x⃗′)] = [φ(t, x⃗), φ̇(t, x⃗′)] = iδ(d−1) (x⃗− x⃗′) (2.1.29)

and

[φ(t, x⃗), φ(t, x⃗′)] = 0 = [Π(t, x⃗),Π(t, x⃗′)] . (2.1.30)

Hint: You do not need to evaluate the entire Fourier integral, but you need to apply the residue
theorem to the ω integral before computing the equal time commutator. You may also assume
that Θ(x) + Θ(−x) = 1 for x ∈ R.

2.1.2 SHO Ladder Operators: Particles

Quantization in Fourier Space Let us now write the Heisenberg scalar field operator as
a sum over its Fourier modes:

φ(t, x⃗) =

∫
Rd−1

dd−1k⃗

(2π)d−1
φ̃(t, k⃗)eik⃗·x⃗. (2.1.31)

The scalar EoM of eq. (2.1.24) now becomes∫
Rd−1

dd−1k⃗

(2π)d−1

(
¨̃φ+ E2

k⃗
φ̃
)
eik⃗·x⃗ = 0, Ek⃗ ≡

√
k⃗2 +m2. (2.1.32)

This in turn means each Fourier mode of the scalar operator is a SHO, with frequency given by
the energy Ek⃗:

¨̃φ(t, k⃗) + E2
k⃗
φ̃(t, k⃗) = 0. (2.1.33)
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The solution is therefore a superposition of positive e−iEk⃗t and negative e+iEk⃗t modes, with the
following manifestly Hermitian form:

φ(t, x⃗) =

∫
RD

dDk⃗

(2π)D
√

2Ek⃗

(
ak⃗e

−iE
k⃗
teik⃗·x⃗ + a†

k⃗
e+iEk⃗te−ik⃗·x⃗

)
. (2.1.34)

(The
√

2Ek⃗ in the denominator is for convenience.) Let us now turn to work out the commutation

relations of these ak⃗ and a†
k⃗
. For the canonical scalar, we have in fact already imposed their

commutation relations in equations (2.1.6) and (2.1.7). Since Π = ∂tφ,

iδ(D)(x⃗− x⃗′) = i

∫
RD

dDk⃗

(2π)D
eik⃗·(x⃗−x⃗

′) = [φ(t, x⃗),Π(t, x⃗′)]

=

∫
k⃗,⃗k′

[
ak⃗e

−iE
k⃗
teik⃗·x⃗ + a†

k⃗
e+iEk⃗te−ik⃗·x⃗,−iEk⃗ · ak⃗′e

−iE
k⃗′ teik⃗

′·x⃗′ + iEk⃗ · a
†
k⃗′
e+iEk⃗′ te−ik⃗

′·x⃗′
]

(2.1.35)

= i

∫
RD

dDk⃗

(2π)D

∫
RD

dDk⃗′

(2π)D
Ek⃗

2
√
Ek⃗Ek⃗′

×

{
−
[
ak⃗, ak⃗′

]
e−iEk⃗teik⃗·x⃗e−iEk⃗′ teik⃗

′·x⃗′ +
[
a†
k⃗
, a†

k⃗′

]
e+iEk⃗te−ik⃗·x⃗e+iEk⃗′ te−ik⃗

′·x⃗′

+
[
ak⃗, a

†
k⃗′

]
e−iEk⃗teik⃗·x⃗e+iEk⃗′ te−ik⃗

′·x⃗′ −
[
a†
k⃗
, ak⃗′

]
e+iEk⃗te−ik⃗·x⃗e−iEk⃗′ teik⃗

′·x⃗′
}
; (2.1.36)

0 = [φ(t, x⃗), φ(t, x⃗′)]

=

∫
k⃗,⃗k′

[
ak⃗e

−iE
k⃗
teik⃗·x⃗ + a†

k⃗
e+iEk⃗te−ik⃗·x⃗, ak⃗′e

−iE
k⃗′ teik⃗

′·x⃗′ + a†
k⃗′
e+iEk⃗′ te−ik⃗

′·x⃗′
]

(2.1.37)

=

∫
k⃗,⃗k′

{[
ak⃗, ak⃗′

]
e−iEk⃗teik⃗·x⃗e−iEk⃗′ teik⃗

′·x⃗′ +
[
a†
k⃗
, a†

k⃗′

]
e+iEk⃗te−ik⃗·x⃗e+iEk⃗′ te−ik⃗

′·x⃗′

+
[
ak⃗, a

†
k⃗′

]
e−iEk⃗teik⃗·x⃗e+iEk⃗′ te−ik⃗

′·x⃗′ +
[
a†
k⃗
, ak⃗′

]
e+iEk⃗te−ik⃗·x⃗e−iEk⃗′ teik⃗

′·x⃗′
}
; (2.1.38)

and

0 = [Π(t, x⃗),Π(t, x⃗′)]

=

∫
k⃗,⃗k′

i2Ek⃗Ek⃗′
[
−ak⃗e

−iE
k⃗
teik⃗·x⃗ + a†

k⃗
e+iEk⃗te−ik⃗·x⃗,−ak⃗′e

−iE
k⃗′ teik⃗

′·x⃗′ + a†
k⃗′
e+iEk⃗′ te−ik⃗

′·x⃗′
]

(2.1.39)

= −
∫
k⃗,⃗k′

Ek⃗Ek⃗′

{[
ak⃗, ak⃗′

]
e−iEk⃗teik⃗·x⃗e−iEk⃗′ teik⃗

′·x⃗′ +
[
a†
k⃗
, a†

k⃗′

]
e+iEk⃗te−ik⃗·x⃗e+iEk⃗′ te−ik⃗

′·x⃗′

−
[
ak⃗, a

†
k⃗′

]
e−iEk⃗teik⃗·x⃗e+iEk⃗′ te−ik⃗

′·x⃗′ −
[
a†
k⃗
, ak⃗′

]
e+iEk⃗te−ik⃗·x⃗e−iEk⃗′ teik⃗

′·x⃗′
}
. (2.1.40)
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Let’s start with the [φ,Π] commutation relation. The [ak, ak′ ]e
ik⃗·x⃗+ik⃗′·x⃗′ must be proportional

to δ(D)(k⃗+ k⃗′)eik⃗(x⃗−x⃗
′). The [ak, a

†
k′ ]e

ik⃗·x⃗−ik⃗′·x⃗′ term must be proportional to δ(D)(k⃗− k⃗′)eik⃗·(x⃗−x⃗
′).

The other two terms are related by hermitian conjugate. In detail,[
ak⃗, ak⃗′

]
= χk⃗ · δ

(D)(k⃗ + k⃗′), (2.1.41)[
a†
k⃗
, a†

k⃗′

]
= −χ∗

k⃗
· δ(D)(k⃗ + k⃗′); (2.1.42)

and [
ak⃗, a

†
k⃗′

]
= γk⃗ · δ

(D)(k⃗ − k⃗′), (2.1.43)[
a†
k⃗
, ak⃗′

]
= −γ∗

k⃗
· δ(D)(k⃗ − k⃗′). (2.1.44)

At this point

iδ(D)(x⃗− x⃗′) = i

∫
RD

dDk⃗

(2π)D
eik⃗·(x⃗−x⃗

′) = [φ(t, x⃗),Π(t, x⃗′)]

= i

∫
RD

dDk⃗

(2π)D
eik⃗·(x⃗−x⃗

′)

∫
RD

dDk⃗′

(2π)D
Ek⃗

2
√
Ek⃗Ek⃗′

×

{
− χk⃗ · δ

(D)(k⃗ + k⃗′) · e−iEk⃗te−iEk⃗′ t − χ∗
k⃗
· δ(D)(k⃗ + k⃗′) · e+iEk⃗te+iEk⃗′ t

+ γk⃗ · δ
(D)(k⃗ − k⃗′) · e−iEk⃗te+iEk⃗′ t + γ∗

k⃗
· δ(D)(k⃗ − k⃗′) · e+iEk⃗te−iEk⃗′ t

}
(2.1.45)

= i

∫
RD

dDk⃗

(2π)D
eik⃗·(x⃗−x⃗

′)

2
(2.1.46)

×
∫
RD

dDk⃗′

(2π)D

{
− 2Re

(
χk⃗ · e

−2iE
k⃗
t
)
δ(D)(k⃗ + k⃗′) + 2Re(γk⃗) · δ

(D)(k⃗ − k⃗′)

}
;

0 = [φ(t, x⃗), φ(t, x⃗′)]

=

∫
k⃗,⃗k′

eik⃗·(x⃗−x⃗
′)

{
χk⃗δ

(D)(k⃗ + k⃗′) · e−iEk⃗te−iEk⃗′ t − χ∗
k⃗
δ(D)(k⃗ + k⃗′) · e+iEk⃗te+iEk⃗′ t

+ γk⃗δ
(D)(k⃗ − k⃗′) · e−iEk⃗te+iEk⃗′ t − γ∗

k⃗
δ(D)(k⃗ − k⃗′) · e+iEk⃗te−iEk⃗′ t

}
(2.1.47)

=

∫
k⃗,⃗k′

eik⃗·(x⃗−x⃗
′)

{
2Im

(
χk⃗ · e

−2iE
k⃗
t
)
δ(D)(k⃗ + k⃗′) + 2Im

(
γk⃗
)
δ(D)(k⃗ − k⃗′)

}
(2.1.48)

and

0 = [Π(t, x⃗),Π(t, x⃗′)]
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= −
∫
k⃗,⃗k′

Ek⃗Ek⃗′e
ik⃗·(x⃗−x⃗′)

{
χk⃗δ

(D)(k⃗ + k⃗′) · e−iEk⃗te−iEk⃗′ t − χ∗
k⃗
δ(D)(k⃗ + k⃗′) · e+iEk⃗te+iEk⃗′ t

− γk⃗δ
(D)(k⃗ − k⃗′) · e−iEk⃗te+iEk⃗′ t + γ∗

k⃗
δ(D)(k⃗ − k⃗′) · e+iEk⃗te−iEk⃗′ t

}
(2.1.49)

= −
∫
k⃗,⃗k′

Ek⃗Ek⃗′e
ik⃗·(x⃗−x⃗′)

{
2Im

(
χk⃗ · e

−2iE
k⃗
t
)
· δ(D)(k⃗ + k⃗′)− 2Im(γk⃗)δ

(D)(k⃗ − k⃗′)

}
. (2.1.50)

To ensure time-independence of the commutation relations, we see that χk⃗ = 0. Next, Im γk⃗
must be real in order for the equal time [φ, φ] and [Π,Π] to be zero. In fact, γk⃗ = (2π)D in order

for the k⃗′−integration in the equal-time [φ,Π] integral to yield 1. Altogether:[
ak⃗, ak⃗′

]
= 0 =

[
a†
k⃗
, a†

k⃗′

]
; (2.1.51)

and [
ak⃗, a

†
k⃗′

]
= (2π)D · δ(D)(k⃗ − k⃗′). (2.1.52)

These relations are the generalization of the SHO’s ladder operators – i.e., every single k⃗−mode
of the massive linear scalar field is a quantum SHO.

Problem 2.3. Show that the ladder operators may be extracted from the field operator φ
at t = 0 as follows

ak⃗ =

∫
RD

dDx⃗e−ik⃗·x⃗

(√
Ek⃗
2
φ[t = 0, x⃗] +

i√
2Ek⃗

∂tφ[t = 0, x⃗]

)
, (2.1.53)

a†
k⃗
=

∫
RD

dDx⃗eik⃗·x⃗

(√
Ek⃗
2
φ[t = 0, x⃗]− i√

2Ek⃗
∂tφ[t = 0, x⃗]

)
. (2.1.54)

Problem 2.4. Show that[
φ(t, x⃗), a†q⃗

]
=

1√
2Eq⃗

e−iEq⃗te+iq⃗·x⃗, (2.1.55)

[φ(t, x⃗), aq⃗] = − 1√
2Eq⃗

e+iEq⃗te−iq⃗·x⃗. (2.1.56)

Explain why the mode functions {exp(∓(iEq⃗− iq⃗ · x⃗))} are really the matrix element of the field
operator with respect to the one particle state and the vacuum:

⟨q⃗ |φ(t, x⃗)| 0⟩ = eiEq⃗te−iq⃗·x⃗, (2.1.57)

⟨0 |φ(t, x⃗)| q⃗⟩ = e−iEq⃗te+iq⃗·x⃗. (2.1.58)
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Hamiltonian: Fourier Decomposition We now compute the total Hamiltonian of
the massive linear scalar field:

H(t) ≡
∫
RD

dDx⃗′
(
1

2
Π2 +

1

2
(∇⃗φ)2 + m2

2
φ2

)
(2.1.59)

=

∫
RD

dDk⃗

(2π)D
1

2

(
|Π̃(t, k⃗)|2 + E2

k⃗
|φ̃(t, k⃗)|2

)
. (2.1.60)

We have

φ(t, x⃗) =

∫
RD

dDk⃗

(2π)D
1√
2Ek⃗

(
ak⃗e

−iE
k⃗
t + a†

−k⃗
eiEk⃗t

)
eik⃗·x⃗, (2.1.61)

Π(t, x⃗) = −i
∫
RD

dDk⃗

(2π)D

√
Ek⃗
2

(
ak⃗e

−iE
k⃗
t − a†

−k⃗
eiEk⃗t

)
eik⃗·x⃗. (2.1.62)

Therefore,

|φ̃(t, k⃗)|2 = φ̃(t, k⃗)φ̃(t,−k⃗) (2.1.63)

=
1

2Ek⃗

(
ak⃗e

−iE
k⃗
t + a†

−k⃗
eiEk⃗t

)(
a−k⃗e

−iE
k⃗
t + a†

k⃗
eiEk⃗t

)
(2.1.64)

=
1

2Ek⃗

(
ak⃗a−k⃗e

−2iE
k⃗
t + a†

−k⃗
a−k⃗ + ak⃗a

†
k⃗
+ a†

−k⃗
a†
k⃗
e2iEk⃗t

)
(2.1.65)

E2
k⃗
|φ̃(t, k⃗)|2 =

Ek⃗
2

(
ak⃗a−k⃗e

−2iE
k⃗
t + a†

−k⃗
a†
k⃗
e2iEk⃗t + a†

−k⃗
a−k⃗ + a†

k⃗
ak⃗ + (2π)Dδ(D)(⃗0)

)
, (2.1.66)

where we have massaged ak⃗a
†
k⃗
= [ak⃗, a

†
k⃗
] + a†

k⃗
ak⃗. Similarly,

|Π̃(t, k⃗)|2 = Π̃(t, k⃗)Π̃(t,−k⃗) (2.1.67)

= −
Ek⃗
2

(
ak⃗e

−iE
k⃗
t − a†

−k⃗
eiEk⃗t

)(
a−k⃗e

−iE
k⃗
t − a†

k⃗
eiEk⃗t

)
(2.1.68)

= −
Ek⃗
2

(
ak⃗a−k⃗e

−2iE
k⃗
t − a†

−k⃗
a−k⃗ − ak⃗a

†
k⃗
+ a†

−k⃗
a†
k⃗
e2iEk⃗t

)
(2.1.69)

=
Ek⃗
2

(
−ak⃗a−k⃗e

−2iE
k⃗
t − a†

−k⃗
a†
k⃗
e2iEk⃗t + a†

−k⃗
a−k⃗ + a†

k⃗
ak⃗ + (2π)Dδ(D)(⃗0)

)
, (2.1.70)

We collect

H =

∫
RD

dDk⃗

(2π)D
Ek⃗
2

(
a†
−k⃗
a−k⃗ + a†

k⃗
ak⃗ + (2π)Dδ(D)(⃗0)

)
(2.1.71)

=

∫
RD

dDk⃗

(2π)D
Ek⃗

(
a†
k⃗
ak⃗ +

1

2
· (2π)Dδ(D)(⃗0)

)
. (2.1.72)

The momentum δ−function may be interpreted as the total volume of space because

(2π)Dδ(D)(⃗0) = lim
k⃗→0⃗

∫
RD

dDx⃗eik⃗·x⃗ =

∫
RD

dDx⃗. (2.1.73)
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In the 1D QM SHO case, H = Ω(a†a + 1/2). We may therefore recognize the Hamiltonian for

the massive linear scalar field to be simply that of the QM SHO, but summed over all k⃗−modes.
On physical grounds, we expect that H may be appropriately regularized to become H ′:

H ′ =

∫
RD

dDk⃗

(2π)D
Ek⃗

(
a†
k⃗
ak⃗

)
+ E0, (2.1.74)

for some well-defined ground state. As long as we ignore gravitational effects, also remember
that physics is not sensitive to absolute energy scales; but only to energy differences. Hence, the
choice of E0 ought to be arbitrary.

Problem 2.5. Show that

[H, aq⃗] = −Eq⃗aq⃗ (2.1.75)

and [
H, a†q⃗

]
= Eq⃗a

†
q⃗. (2.1.76)

These lead us to the particle interpretation.

Particle Interpretation If |E⟩ is an eigenstate of H, consider

H(aq⃗ |E⟩) = ([H, aq⃗] + aq⃗H) |E⟩ (2.1.77)

= (E − Eq⃗)aq⃗ |E⟩ . (2.1.78)

Likewise, consider

H(a†q⃗ |E⟩) = ([H, a†q⃗] + a†q⃗H) |E⟩ (2.1.79)

= (E + Eq⃗)a
†
q⃗ |E⟩ . (2.1.80)

Therefore the aq⃗ and a†q⃗ are, respectively, the lowering and raising operators – i.e., they lower

and raise energy by Eq⃗. Now, the Ek⃗a
†
k⃗
ak⃗ portion of H yields a non-negative positive expectation

value with respect to any state; hence, it appears reasonable to expect, there must be a minimum
energy (aka ground) state with respect to an appropriately regularized H ′, with a well defined
value E0; where H

′ |0⟩ = E0 |0⟩. This in turn means aq⃗ |0⟩ must be the zero vector, for otherwise
there is now a non-trivial state with lower energy, violating the minimum energy assumption.

aq⃗ |0⟩ = |zero⟩ (2.1.81)

Let us now use this ground state (aka vacuum state) to define the one particle state∣∣∣⃗k〉 ≡
√
2Ek⃗a

†
k⃗
|0⟩ . (2.1.82)

The normalization is 〈
k⃗
∣∣∣ k⃗′〉 ≡

√
2Ek⃗

√
2E ′

k⃗
⟨0| ak⃗a

†
k⃗′
|0⟩ (2.1.83)

=
√

2Ek⃗

√
2E ′

k⃗
⟨0|
(
[ak⃗, a

†
k⃗′
] + a†

k⃗′
ak⃗

)
|0⟩ (2.1.84)

= (2Ek⃗)(2π)
Dδ(D)(k⃗ − k⃗′). (2.1.85)
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Despite appearances, this inner product is, in fact, invariant under Lorentz transformations. For,
we may obtain the same result via the following manifestly Lorentz invariant positive energy
integration measure:

ddk

(2π)d
Θ(k0)(2π)δ

(
kαk

α −m2
)
=

dk0d
Dk⃗

(2π)D
Θ(k0)

(
δ(k0 − Ek⃗)

2Ek⃗
+
δ(k0 + Ek⃗)

2Ek⃗

)
(2.1.86)

=
dk0d

Dk⃗

(2π)D
Θ(k0)

δ(k0 − Ek⃗)

2Ek⃗
. (2.1.87)

Hence we obtain the relativistically invariant result∫
RD+1

ddk

(2π)D
Θ(k0)δ(k

2 −m2)
〈
k⃗′
∣∣∣ k⃗〉 =

∫
RD

dDk⃗

(2π)D(2Ek⃗)

〈
k⃗′
∣∣∣ k⃗〉 = 1. (2.1.88)

Next, we turn to defining the n−particle state∣∣∣⃗k1, k⃗2, . . . , k⃗n〉 ≡ 1√
n!

√
2Ek⃗1a

†
k⃗1

√
2Ek⃗2a

†
k⃗2
. . .
√

2Ek⃗na
†
k⃗n

|0⟩ . (2.1.89)

Its normalization is〈
k⃗1, k⃗2, . . . , k⃗n

∣∣∣ k⃗′1, k⃗′2, . . . , k⃗′n〉 =
1

n!
(2Ek⃗1) . . . (2Ek⃗n) (2.1.90)

×
∑

(π(1),...,π(n))∈perm.(1,2,...,n)

(2π)Dδ(D)
(
k⃗1 − k⃗′π(1)

)
. . . (2π)Dδ(D)

(
k⃗n − k⃗′π(n)

)
.

This is relativistically invariant because

n∏
J=1

(∫
RD

dDk⃗J
(2π)D(2Ek⃗J)

) 〈
k⃗1, k⃗2, . . . , k⃗n

∣∣∣ k⃗′1, k⃗′2, . . . , k⃗′n〉 = 1. (2.1.91)

The identity operator acting on one-particle states is

I1-particle =
∫
RD

dDk⃗

(2π)D(2Ek⃗)

∣∣∣⃗k〉〈k⃗∣∣∣ . (2.1.92)

As you will directly verify below, the set of n−particle momentum states diagonalizes the Hamil-
tonian H ′. Hence, the collection of |0⟩, 1−, 2−, and all (n ≥ 1)−particle states span the Hilbert
space upon each H ′ acts. This space is known as the Fock space.

Problem 2.6. Prove eq. (2.1.90). You may need to first prove[
aq⃗, a

†
k⃗1
a†
k⃗2
. . . a†

k⃗n

]
=

n∑
ℓ=1

(2π)Dδ(D)[q⃗ − k⃗ℓ]a
†
k⃗1
. . . a†

k⃗ℓ−1
a†
k⃗ℓ+1

. . . a†
k⃗n
, (2.1.93)

where the product of a†s has the ℓ−th term omitted; try mathematical induction.
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Problem 2.7. Show that, if H ′ is the some appropriately regularized H (see eq. (2.1.74)):

H ′
∣∣∣⃗k1, . . . , k⃗n〉 =

(
E0 + Ek⃗1 + · · ·+ Ek⃗n

) ∣∣∣⃗k1, . . . , k⃗n〉 , (2.1.94)

where the n−particle state is defined in eq. (2.1.89).

Just as the number operator for the SHO is a†a, the corresponding Hermitian number oper-
ator for the scalar field theory involves the sum over all momentum.

N ≡
∫

dd−1q⃗

(2π)d−1
a†q⃗aq⃗ (2.1.95)

N |0⟩ = 0 (2.1.96)

The commutation relation with ak⃗ is[
N, ak⃗

]
=

∫
dDq⃗

(2π)D

([
a†q⃗, ak⃗

]
aq⃗ + a†q⃗

[
aq⃗, ak⃗

])
(2.1.97)

= −ak⃗. (2.1.98)

Taking the dagger on both sides, [
N, a†

k⃗

]
= a†

k⃗
. (2.1.99)

Therefore

Na†
k⃗
|0⟩ =

([
N, a†

k⃗

]
+ a†

k⃗
N
)
|0⟩ (2.1.100)

= a†
k⃗
|0⟩ . (2.1.101)

Problem 2.8. Particle Number Verify that

N
∣∣∣⃗k1, . . . , k⃗n〉 = n

∣∣∣⃗k1, . . . , k⃗n〉 , (2.1.102)

where the n−particle state is defined in eq. (2.1.89).
Explain why the n−particle momentum state is orthogonal to the n′−particle momentum

state whenever n ̸= n′.

Problem 2.9. Conservation of particle number Explain why, for the linear massive
scalar theory, particle number is conserved. (Hint: Show that [H,N ] = 0.) This implies interac-
tions – nonlinearities in the equations-of-motion – are needed for particle number to change.

Problem 2.10. Completeness in Fock Space Explain why the identity operator acting
on the full Hilbert space of (n ≥ 0)−particle states is

I = |0⟩ ⟨0|+
∫

dDk⃗

(2π)D(2Ek⃗)

∣∣∣⃗k〉〈k⃗∣∣∣+ ∫ dDk⃗

(2π)D(2Ek⃗)

∫
dDk⃗′

(2π)D(2Ek⃗′)

∣∣∣⃗k, k⃗′〉〈k⃗, k⃗′∣∣∣
+

∫
dDk⃗

(2π)D(2Ek⃗)

∫
dDk⃗′

(2π)D(2Ek⃗′)

∫
dDk⃗′′

(2π)D(2Ek⃗′′)

∣∣∣⃗k, k⃗′, k⃗′′〉〈k⃗, k⃗′, k⃗′′∣∣∣+ . . .

(2.1.103)

= |0⟩ ⟨0|+
+∞∑
J=1

(
J∏

I=1

∫
dDk⃗I

(2π)D(2Ek⃗I)

)∣∣∣⃗k1, . . . , k⃗J〉〈k⃗1, . . . , k⃗J∣∣∣ . (2.1.104)

Hint: The orthogonality of the n−particle states is important here.
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Problem 2.11. Ladder Operators in Fock Space Explain why the ladder operators
can be expressed as

a†q⃗ =
1√
2Eq⃗

(
|q⃗⟩ ⟨0|+

+∞∑
J=1

(
J∏

I=1

∫
dDk⃗I

(2π)D(2Ek⃗I)

)∣∣∣q⃗, k⃗1, . . . , k⃗J〉〈k⃗1, . . . , k⃗J∣∣∣) (2.1.105)

and

aq⃗ =
1√
2Eq⃗

(
|0⟩ ⟨q⃗|+

+∞∑
J=1

(
J∏

I=1

∫
dDk⃗I

(2π)D(2Ek⃗I)

)∣∣∣⃗k1, . . . , k⃗J〉〈q⃗, k⃗1, . . . , k⃗J∣∣∣) . (2.1.106)

Since the quantum scalar field φ is itself built out of a and a†, these relations provide an explicit
demonstration that QFT is the quantum mechanics of variable (n ≥ 0)−body physics.

Problem 2.12. Define the momentum operator as

P µ ≡
∫

dd−1k⃗

(2π)d−1
kµa†

k⃗
ak⃗, (2.1.107)

kµ =

(√
k⃗2 +m2, k⃗

)
. (2.1.108)

Explain why

P µ
∣∣∣⃗k1 . . . k⃗n〉 = (kµ1 + · · ·+ kµn)

∣∣∣⃗k1 . . . k⃗n〉 . (2.1.109)

Demonstrate that P µ is in fact the spatial integral of the zeroth Noether current T µ0 derived in
eq. (1.3.10), with V = (m2/2)φ2, up to an additive constant:

P µ ≡
∫

dDx⃗T µ0. (2.1.110)

(This integral should be time-independent because of the conservation of the stress tensor – can
you see why?) Finally, show that

i [Pµ, φ(t, x⃗)] = ∂µφ (2.1.111)

and explain why that means

e+iPµx
′µ
φ(x)e−iPµx

′µ
= φ(x+ x′). (2.1.112)

Hint: This is related to spacetime translations.

Wave Packets Now that we know how to construct the n particle momentum eigenstate,
we may proceed to construct arbitrary wave packets. For instance, the general one particle wave
packet is

|ψ⟩ ≡
∫

dd−1k⃗

(2π)d−1

ψ̃(k⃗)√
2Ek⃗

∣∣∣⃗k〉 . (2.1.113)
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To ensure it is normalized to unity, we require

⟨ψ|ψ⟩ = 1 =

∫
dd−1k⃗

(2π)d−1

∫
dd−1k⃗′

(2π)d−1

ψ̃(k⃗′)∗√
2Ek⃗′

ψ̃(k⃗)√
2Ek⃗

〈
k⃗′
∣∣∣ k⃗〉 (2.1.114)

=

∫
dd−1k⃗

(2π)d−1
|ψ̃(k⃗)|2. (2.1.115)

The general n particle wave packets state is

|ψ1 . . . ψn⟩ ≡
1√
n!

∫
dd−1k⃗1
(2π)d−1

· · ·
∫

dd−1k⃗n
(2π)d−1

ψ̃1(k⃗1)√
2Ek⃗1

. . .
ψ̃n(k⃗n)√
2Ek⃗n

∣∣∣⃗k1, . . . , k⃗n〉 . (2.1.116)

2.1.3 Time Evolution; Lorentz Covariance; Schrödinger Equation

Time Evolution Since the Hamiltonian for our massive linear scalar field is time indepen-
dent, the time evolution operator is simply the usual

U(t) = exp (−iH ′ · t) , (2.1.117)

where we have assumed the initial conditions are specified at t = 0. For our wave packets above,
its state in the future t > 0 is given by

|ψ1 . . . ψn; t⟩
= U(t) |ψ1 . . . ψn⟩ (2.1.118)

=
1√
n!

∫
dDk⃗1
(2π)D

· · ·
∫

dDk⃗n
(2π)D

ψ̃1(k⃗1)√
2Ek⃗1

. . .
ψ̃n(k⃗n)√
2Ek⃗n

e
−it

(
E0+Ek⃗1

+···+E
k⃗n

) ∣∣∣⃗k1, . . . , k⃗n〉 . (2.1.119)

Furthermore, let us recognize from eq. (2.1.74) that

U(t) = exp

[
−it

(
E0 +

∫
RD

dDk⃗

(2π)D
Ek⃗a

†
k⃗
ak⃗

)]
(2.1.120)

∼ e−itE0

∏
k⃗

exp
[
−it · Ek⃗a

†
k⃗
ak⃗

]
. (2.1.121)

That is, the evolution operator acts on each momentum-mode separately. This also strongly
suggests that the vacuum state may be constructed by multiplying the ground state of the SHO
of each and every k⃗−mode.

Problem 2.13. N Body Non-Relativistic Schrödinger Equation Show that the
n−particle momentum eigenstate∣∣∣⃗k1, . . . , k⃗n; t〉 ≡ U(t)

∣∣∣⃗k1, . . . , k⃗n〉 (2.1.122)

obeys the n−particle non-relativistic Schrödinger equation

i∂t

∣∣∣⃗k1, . . . , k⃗n; t〉 ≈

(
E0 + n ·m+

n∑
J=1

k⃗2J
2m

)∣∣∣⃗k1, . . . , k⃗n; t〉 (2.1.123)

whenever k⃗2J/m
2 ≪ 1. This provides an explicit and simple example of how the Hamiltonian of a

quantum field theory incorporates the dynamics of more than one body of the same ‘species’.
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Bose Statistics Let us observe that relativistic QFT has led us to Bose-Einstein statis-
tics for spin−0 particles through the n−particle state in eq. (2.1.89). Namely, because the a†s
commute among themselves in eq. (2.1.89), we may swap the momenta in the n particle states,
and arrive at the same state – i.e., these are n indistinguishable particles:∣∣∣⃗k1 . . . k⃗n〉 =

∣∣∣⃗kπ(1) . . . k⃗π(n)〉 , (2.1.124)

where π(s), for s = 1, 2, . . . , n, simply denotes the permutation of the set {1, 2, . . . , n}. And
since this indistinguishable n particle state holds for the momentum eigenstate, we may superpose
them over arbitrary momenta weighted by the ψ̃is. This tells us

|ψ1 . . . ψn; t⟩ =
∣∣ψπ(1) . . . ψπ(n); t〉 . (2.1.125)

Lorentz Boosts If Λ denotes a Lorentz transformation matrix, let us define the Lorentz
transformed momentum vector as

k′α ≡ Λ β
α kβ. (2.1.126)

Applying the operator

D1p(Λ) ≡
∫

dDq⃗

(2π)D(2Eq⃗)
|q⃗′⟩ ⟨q⃗| (2.1.127)

to an arbitrary 1−particle momentum state, we discover it boosts the eigenstate with momentum
k⃗ to that with momentum k⃗′:

D1p(Λ)
∣∣∣⃗k〉 =

∫
dDq⃗

(2π)D(2Eq⃗)
|q⃗′⟩ ⟨q⃗| k⃗

〉
(2.1.128)

=

∫
dDq⃗

(2π)D(2Eq⃗)
|q⃗′⟩ (2π)D(2Eq⃗)δ(D)(q⃗ − k⃗) (2.1.129)

=
∣∣∣⃗k′〉 . (2.1.130)

Problem 2.14. Check that D1p(Λ) in eq. (2.1.127) is unitary. The set of {D1p(Λ)} forms
an infinite dimensional unitary representation of the Lorentz group – can you explain why?

Now, we consider

D(Λ)
∣∣∣⃗k〉 =

∣∣∣⃗k′〉 (2.1.131)√
2Ek⃗D(Λ)a†

k⃗
D(Λ)†D(Λ) |0⟩ =

√
2Ek⃗′a

†
k⃗′
|0⟩ . (2.1.132)

Provided the vacuum is Lorentz invariant – i.e., the ground state|0⟩ should be the same, regard-
less of the choice of inertial frame – we have D(Λ) |0⟩ = |0⟩ and

D(Λ)a†
k⃗
D(Λ)† =

√
2Ek⃗′√
2Ek⃗

a†
k⃗′
. (2.1.133)

Taking the † on both sides,

D(Λ)ak⃗D(Λ)† =

√
2Ek⃗′√
2Ek⃗

ak⃗′ . (2.1.134)
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Problem 2.15. Lorentz Transformation on n−particle states Use eq. (2.1.133) to
show that the n−particle state is Lorentz-transformed by D(Λ); i.e.,

D(Λ)
∣∣∣⃗k1, . . . , k⃗n〉 =

∣∣∣⃗k′1, . . . , k⃗′n〉 ; (2.1.135)

where (k′i)α = Λ β
α (ki)β for i = 1, 2, . . . , n.

Problem 2.16. Lorentz Transformation on Fock space What is the generalization of
the Lorentz transformation in eq. (2.1.127), but acting on the entire Fock space?

Problem 2.17. Lorentz Transformation of Scalar Field Show that

D(Λ β
α )φ(xµ)D(Λ β

α )† = φ(x′µ = Λµνx
µ). (2.1.136)

The operators on the LHS implement Lorentz transformation on momenta via eq. (2.1.126);
whereas, on the RHS, the inverse Lorentz transformation is applied to the Cartesian coordinates.
Hence, note the placement of the indices on the Λ; those on the LHS are not the same as those
on the RHS. This is the operator statement that the quantum scalar field does indeed transform
as a scalar under Lorentz transformations.

Field Basis The time dependent scalar field φ(t, x⃗) was taken to be the operator in
the Heisenberg picture. If we choose, for convenience, t = 0 to be where the Schrödinger and
Heisenberg picture coincide, then

φS(x⃗) ≡ φ(t = 0, x⃗) (2.1.137)

is a Hermitian Schrödinger (time-independent) operator, whose eigenstates {|Φ⟩} form a basis
analagous to the position basis {|x⃗⟩} in quantum mechanics:

φS(x⃗) |Φ⟩ = Φ(x⃗) |Φ⟩ . (2.1.138)

Moreover, we may write

φS(x⃗) =

∫
RD

dDk⃗

(2π)D

(
ak⃗ + a†

−k⃗√
2Ek⃗

)
eik⃗·x⃗ ≡

∫
RD

dDk⃗

(2π)D
φ̃S(k⃗)e

ik⃗·x⃗ (2.1.139)

where

φ̃S(k⃗)
† = φ̃S(−k⃗). (2.1.140)

Likewise, the Schrödinger picture momentum operator is

ΠS(x⃗) ≡ φ̇(t = 0, x⃗) =

∫
RD

dDk⃗

(2π)D

√
Ek⃗
2

(
−iak⃗ + ia†

−k⃗

)
eik⃗·x⃗ (2.1.141)

≡
∫
RD

dDk⃗

(2π)D
Π̃S(k⃗)e

ik⃗·x⃗, (2.1.142)

where

Π̃S(k⃗)
† = Π̃S(−k⃗). (2.1.143)
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Problem 2.18. Explain why the position spacetime equal time commutation relation trans-
lates to [

φ̃S(k⃗), Π̃S(k⃗
′)†
]
= (2π)Diδ(D)(k⃗ − k⃗′), (2.1.144)[

φ̃S(k⃗)
†, Π̃S(k⃗

′)
]
= (2π)Diδ(D)(k⃗ − k⃗′); (2.1.145)

and [
φ̃S(k⃗), φ̃S(k⃗

′)†
]
= 0 =

[
Π̃S(k⃗), Π̃S(k⃗

′)†
]
. (2.1.146)

This final relation implies both φ̃ and Π̃ are normal operators; and, hence, it must be possible
to diagonalize either φ̃(k⃗) or Π̃(k⃗); though they are not simultaneously diagonalizable.

These equal time commutation relations in Fourier space may be implemented in, say, the
Fourier field basis, defined by the eigenstates {|Ψ̃⟩} obeying

φ̃S(k⃗)
∣∣∣Ψ̃〉 = Ψ̃(k⃗)

∣∣∣Ψ̃〉 , (2.1.147)

φ̃S(k⃗)
†
∣∣∣Ψ̃〉 = Ψ̃(k⃗)∗

∣∣∣Ψ̃〉 . (2.1.148)

These are functional eigensystem equations, where the eigenvalue is not a constant, but a function
of momentum k⃗. We also have 〈

Ψ̃
∣∣∣ φ̃S(k⃗)

† =
〈
Ψ̃
∣∣∣ Ψ̃(k⃗)∗, (2.1.149)〈

Ψ̃
∣∣∣ φ̃S(k⃗) =

〈
Ψ̃
∣∣∣ Ψ̃(k⃗). (2.1.150)

Suppose we postulate the following functional derivative relations – for arbitrary state |Φ⟩ –〈
Ψ̃
∣∣∣Π̃S(k⃗)

†
∣∣∣Φ〉 = −i δ

δΨ̃(k⃗)

〈
Ψ̃
∣∣∣Φ〉 , (2.1.151)〈

Ψ̃
∣∣∣Π̃S(k⃗)

∣∣∣Φ〉 = −i δ

δΨ̃(k⃗)∗

〈
Ψ̃
∣∣∣Φ〉 . (2.1.152)

Then we may verify,〈
Ψ̃
∣∣∣ [φ̃S(k⃗), Π̃S(k⃗

′)†
]
|Φ⟩ =

〈
Ψ̃
∣∣∣ φ̃S(k⃗)Π̃S(k⃗

′)† − Π̃S(k⃗
′)†φ̃S(k⃗) |Φ⟩

= Ψ̃(k⃗)(−i) δ

δΨ̃(k⃗′)

〈
Ψ̃
∣∣∣Φ〉− (−i) δ

δΨ̃(k⃗′)

(
Ψ̃(k⃗)

〈
Ψ̃
∣∣∣Φ〉)

= (2π)Diδ(D)(k⃗ − k⃗′) ·
〈
Ψ̃
∣∣∣Φ〉 , (2.1.153)

where we have employed the functional derivative

δΨ̃(k⃗)∗

δΨ̃(k⃗′)∗
= (2π)Dδ(D)(k⃗ − k⃗′) =

δΨ̃(k⃗)

δΨ̃(k⃗′)
. (2.1.154)
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Likewise, 〈
Ψ̃
∣∣∣ [φ̃S(k⃗)

†, Π̃S(k⃗
′)
]
|Φ⟩ (2.1.155)

=
〈
Ψ̃
∣∣∣ φ̃S(k⃗)

†Π̃S(k⃗
′)− Π̃S(k⃗

′)φ̃S(k⃗)
† |Φ⟩ (2.1.156)

= Ψ̃(k⃗)∗(−i) δ

δΨ̃(k⃗′)∗

〈
Ψ̃
∣∣∣Φ〉− (−i) δ

δΨ̃(k⃗′)∗

(
Ψ̃(k⃗)∗

〈
Ψ̃
∣∣∣Φ〉) (2.1.157)

= (2π)Diδ(D)(k⃗ − k⃗′) ·
〈
Ψ̃
∣∣∣Φ〉 . (2.1.158)

In this Schrödinger picture, any arbitrary but physical state must obey〈
Ψ̃ |i∂t|Φ(t)

〉
=
〈
Ψ̃ |H|Φ(t)

〉
; (2.1.159)

leading us to the functional Schrodinger equation for the massive (real) scalar field

i∂t

〈
Ψ̃
∣∣∣Φ(t)〉 =

∫
RD

dDk⃗

(2π)D
1

2

〈
Ψ̃
∣∣∣Π̃(k⃗) · Π̃(k⃗)† + E2

k⃗
· φ̃(k⃗) · φ̃(k⃗)†

∣∣∣Φ(t)〉 (2.1.160)

=

∫
RD

dDk⃗

(2π)D
1

2

(
− δ

δΨ̃(k⃗)∗

δ

δΨ̃(k⃗)
+ E2

k⃗
|Ψ̃(k⃗)|2

) 〈
Ψ̃
∣∣∣Φ(t)〉 . (2.1.161)

Problem 2.19. Translation in Field Space Let Ψ̃ be a classical field. Show that

T (Ψ̃)†φ̃S(k⃗)T (Ψ̃) = φ̃S(k⃗) + Ψ̃(k⃗), (2.1.162)

T (Ψ̃) ≡ exp

(
−i
∫
RD

dDq⃗′

(2π)D
Π̃S(−q⃗′) · Ψ̃(q⃗′)

)
. (2.1.163)

Explain why this implies Π̃S generates translations in field space.
Hints: You will need to use the commutation relations between Π̃ and φ̃; the Baker-Campbell-

Hausdorff formula for eABe−A in terms of nested commutators.

Problem 2.20. Vacuum Wavefunctional Argue that the vacuum wavefunctional, i.e.,
the ground state wavefunctional, of a massive scalar field theory is〈

Ψ̃
∣∣∣ 0〉 = N exp

(
−1

2

∫
RD

dDk⃗

(2π)D
Ek⃗|Ψ̃(k⃗)|2

)
. (2.1.164)

(Hint: One way is to use 0 = ⟨Ψ̃|a†
k⃗
|0⟩ to derive a first order functional differential equation for

⟨Ψ̃|0⟩.) You may wish to note that, since the massive scalar field is real,

Ψ̃(k⃗)∗ = Ψ̃(−k⃗) (2.1.165)

and therefore, ∫
RD

dDk⃗

(2π)D
Ek⃗|Ψ̃(k⃗)|2 =

∫
RD

dDk⃗

(2π)D
Ψ̃(k⃗)Ek⃗Ψ̃(−k⃗) (2.1.166)

=

∫
RD

dDk⃗

(2π)D
Ψ̃(−k⃗)∗Ek⃗Ψ̃(k⃗)∗. (2.1.167)

Can you figure out the correct normalization factor N ? Hint: First write down the ground state
wave function of a single Fourier mode.
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2.1.4 Green’s Functions; Gaussian Path Integrals

Feynman Green’s Function At the heart of perturbative QFT is the Feynman Green’s
function. The Feynman Green’s function GF(x, x

′) is defined as the vacuum expectation value
of the time-ordered product φ(x)φ(x′).

GF(x, x
′) ≡ ⟨0|T {φ(x)φ(x′)} |0⟩ (2.1.168)

≡ ⟨0|Θ(t− t′)φ(x)φ(x′) + Θ(t′ − t)φ(x′)φ(x)|0⟩ . (2.1.169)

From this definition, note the symmetry

GF(x− x′) = GF(x
′ − x). (2.1.170)

The wave operator acting on GF yields(
∂2x +m2

)
GF[x, x

′] (2.1.171)

=
〈
0|δ′(t− t′)φ(x)φ(x′) + 2δ(t− t′)∂tφ(x)φ(x

′) + Θ(t− t′)(∂2x +m2)φ(x)φ(x′)|0
〉
.

+
〈
0|δ′(t′ − t)φ(x′)φ(x)− 2δ(t′ − t)φ(x′)∂tφ(x) + Θ(t′ − t)φ(x′)(∂2x +m2)φ(x)|0

〉
.

Use the Heisenberg EoM (∂2 +m2)φ = 0 and the identity zδ′(z) = −δ(z) to deduce(
∂2x +m2

)
GF[x, x

′] = δ(t− t′) ⟨0|∂tφ(x)φ(x′)− φ(x′)∂tφ(x)|0⟩ (2.1.172)

= −δ(t− t′) ⟨0| [φ(t, x⃗′),Π(t, x⃗)] |0⟩ (2.1.173)

= −iδ(t− t′)δ(d−1) (x⃗− x⃗′) . (2.1.174)

Similarly, (
∂2x′ +m2

)
GF[x, x

′] = −iδ(t− t′)δ(d−1) (x⃗− x⃗′) . (2.1.175)

Let us record that, the Feynman Green’s function for the masssive scalar field, (∂2 +m2)φ = 0,
has the following integral representation.

GF(x− x′) ≡ i

∫
ddk

(2π)d
e−ik·(x−x

′)

k2 −m2 + iϵ
, ϵ ≡ 0+. (2.1.176)

The small positive ϵ tells us the k0 integral skirts the pole at −Ek⃗ by dipping into the negative
imaginary plane; while skirting the pole at +Ek⃗ by going into the positive imaginary plane.
Hence, if t > t′, we see that exp(−i(±i∞)(t − t′)) → exp((±∞)(t − t′)) tells us we need to
close the contour in the lower half plane. Whereas, if t < t′, we see that exp(−i(±i∞)(t −
t′)) → exp((∓∞)|t − t′|) tells us we need to close the contour in the upper half plane. Noting
k2 −m2 = (k0 − Ek⃗)(k0 + Ek⃗),

GF(x− x′) =

∫
dd−1k⃗

(2π)d−1

1

2Ek⃗

(
i(−i)
+1

Θ(t− t′)e−iEk⃗(t−t
′) +

i(+i)

−1
Θ(t′ − t)e+iEk⃗(t−t

′)

)
eik⃗·(x⃗−x⃗

′)

=

∫
dd−1k⃗

(2π)d−1

1

2Ek⃗

(
Θ(t− t′)e−ik·(x−x

′) +Θ(t′ − t)e+ik·(x−x
′)
)
, k2 = m2.
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Within the canonical formalism, we may do a direct calculation of the following Wightman
function

⟨0 |φ(x)φ(x′)| 0⟩ =
∫

dd−1k⃗1
(2π)d

1√
2E1

∫
dd−1k⃗2
(2π)d

1√
2E2

〈
0
∣∣∣ak⃗1a†k⃗2∣∣∣ 0〉 e−ik1·xeik2·x′ (2.1.177)

=

∫
dd−1k⃗1
(2π)d

1√
2E1

∫
dd−1k⃗2
(2π)d

1√
2E2

〈
0
∣∣∣[ak⃗1 , a†k⃗2]+ a†

k⃗2
ak⃗1

∣∣∣ 0〉 e−ik1·xeik2·x′
=

∫
dd−1k⃗

(2π)d
1

2Ek
e−ik·(x−x

′) (2.1.178)

Hence, the time ordered product itself is the Feynman Green’s function

⟨0 |T φ(x)φ(x′)| 0⟩ =
∫

dd−1k⃗

(2π)d
1

2Ek⃗

(
Θ(t− t′)e−ik·(x−x

′) +Θ(t′ − t)e+ik·(x−x
′)
)

(2.1.179)

= GF(x− x′). (2.1.180)

Powers of ℏs In d dimensional flat spacetime
∫
ddx(∂φ)2 must be of dimensions ℏ; which

means

[φ2]Ld−2 = ℏ. (2.1.181)

Since GF arises from the ⟨0|Tφφ |0⟩, this immediately implies

[GF] = ℏ/Ld−2. (2.1.182)

Now, the classical Green’s functions obeys (∂2 + m2)G = δ(d), which means [G] = 1/Ld−2.
Moreover if m is mass then [m2/ℏ2] = 1/L2 if c = 1; hence, the Green’s function equation really
reads (∂2 + (m/ℏ)2)G = δ(d). Therefore, we may identify the vacuum expectation value of the
time-ordered product of two φs to be ℏ times a classical Green’s function:

⟨0|T {φ(x)φ(x′)} |0⟩ = iℏ
∫

ddk

(2π)d
e−ik·(x−x

′)

k2 − (m/ℏ)2 + iϵ
. (2.1.183)

Retarded/Advanced Green’s Functions, Commutators & Micro-causality We will
now argue that the retarded Green’s function G+ of the massive scalar field is given by the
commutator multiplied by the causal step function, namely

G+[x, x′] ≡ iΘ[t− t′] [φ[x], φ[x′]] . (2.1.184)

Let us apply the wave operator:(
∂2x +m2

)
G+[x, x′] = iδ′(t− t′) [φ[x], φ[x′]] + 2iδ(t− t′) [∂tφ[x], φ[x

′]]

+ iΘ(t− t′)
[(
∂2 +m2

)
φ(x), φ(x′)

]
(2.1.185)

Using the identity zδ′(z) = −δ(z) and using the Heisenberg equations of motion (∂2+m2)φ = 0,
we gather (

∂2x +m2
)
G+[x, x′] = iδ′(t− t′) [∂tφ[t, x⃗], φ[t, x⃗

′]]

= −iδ′(t− t′) [φ[t, x⃗′],Π[t, x⃗]] (2.1.186)

= δ(t− t′)δ(d−1) (x⃗− x⃗′) . (2.1.187)

36



By construction, G+ is zero whenever t < t′. Furthermore it satisfies the Green’s function
equation. Hence, it is the retarded Green’s function. A similar argument would reveal, the
advanced Green’s function G− is

G−[x, x′] ≡ −iΘ[t′ − t] [φ[x], φ[x′]] . (2.1.188)

We may then subtract the retarded G+ and advanced G− Green’s functions, recognize Θ(t −
t′) + Θ(t′ − t) = 1, and deduce

i [φ[x], φ[x′]] = G+[x, x′]−G−[x, x′]. (2.1.189)

Whenever the commutator of the fields φ(x) and φ(x′) vanish outside the light cone, i.e.,

[φ[x], φ[x′]] = 0 whenever (x− x′)2 < 0, (2.1.190)

micro-causality is said to be respected. In fact, it can be shown that the retarded and advanced
Green’s functions of wave operators (in generic curved spacetimess) do in fact vanish outside
the light cone. Hence, the micro-causality of quantum fields is tied to the causal propagation of
classical fields.

Gaussian Path Integrals and 2 Point Functions We will turn to obtaining the
Feynman Green’s function, i.e., the two point function, via the path integral

⟨φ̃(k1)φ̃(k2)⟩ =
∫

ddx1

∫
ddx2e

ik1·x1eik2·x2
∫
Dφφ(x1)φ(x2) exp (iS)∫

Dφ exp (iS)
(2.1.191)

S ≡
∫

ddx

(
1

2
(∂φ)2 − m2

2
φ2

)
. (2.1.192)

The two point function ⟨φ̃(k1)φ̃(k2)⟩, which is simply the Feynman Green’s function in Fourier
spacetime, reads

⟨φ̃(k1)φ̃(k2)⟩ =
i

k21 −m2 + iϵ
(2π)dδ(d)(k1 + k2). (2.1.193)

Check:

⟨0|T φ(x1)φ(x2)|0⟩ =
∫

ddk1
(2π)d

∫
ddk2
(2π)d

i

k21 −m2 + iϵ
e−ik1·x1e−ik2·x2(2π)dδ(d)(k1 + k2) (2.1.194)

=

∫
ddk

(2π)d
i

k2 −m2 + iϵ
e−ik·(x1−x2) (2.1.195)

Let us see that the path integral would recover this result. First, convert the action into Fourier
spacetime

S ≡
∫

ddq

(2π)d
1

2

(
q2 −m2

)
|φ̃(q)|2. (2.1.196)

The path integral measure
∫
Dφ ≡

∏
x

∫
dφ(x) may be converted to Fourier spacetime.∏

x

dφ(x) ↔
∏
k

dφ̃R(k)dφ̃I(k) (2.1.197)
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Hence,∫
ddx1

∫
ddx2e

ik1·x1eik2·x2
∫
Dφφ(x1)φ(x2) exp (iS)∫

Dφ exp (iS)

=

∏
q

∫
dφ̃R(q)

∫
dφ̃I(q)φ̃(k1)φ̃(k2) exp

(
i
2
(q2 −m2 + iϵ) (φ̃R(q

′)2 + φ̃I(q
′)2)
)∏

q′

∫
dφ̃R(q′)

∫
dφ̃I(q′) exp

(
i
2
(q′2 −m2 + iϵ) (φ̃R(q′)2 + φ̃I(q′)2)

) . (2.1.198)

For the integration over the real and imaginary portions of the Fourier spacetime φ̃ to converge,
we shall shift the q2 −m2 by q2 −m2 + iϵ. In more detail, each momentum slice integral goes as∫

R
exp

(
(i/2)αz2

)
. . . dz, α ∈ R. (2.1.199)

The gaussian fluctuates wildly as |z| → ∞ unless we shift α → α+iϵ. Moreover, each momentum
slice in the numerator and denominator cancels out except for the slices corresponding to q = k1
and q = k2. Furthermore, if k1 ̸= ±k2, then the integral over the q = k1 slice and that over the
q = k2 slice are both odd integrands.∫

dφ̃R

∫
dφ̃I (φ̃R + iφ̃I) exp

(
i

2

(
k21 −m2 + iϵ

) (
φ̃2
R + φ̃2

I

))
= 0 (2.1.200)

Hence, the entire path integral is zero unless k1 = k2. When k1 = k2, the path integral becomes∫
ddx1

∫
ddx2e

ik1·x1eik2·x2
∫
Dφφ(x1)φ(x2) exp (iS)∫

Dφ exp (iS)

=

∫
dφ̃R

∫
dφ̃I (φ̃

2
R + i2φ̃2

I ) exp
(
i
2
(k21 −m2 + iϵ) (φ̃2

R + φ̃2
I )
)∫

dφ̃R

∫
dφ̃I exp

(
i
2
(k21 −m2 + iϵ) (φ̃2

R + φ̃2
I )
) , (2.1.201)

where we have thrown out those terms linear in φ̃R and in φ̃I. But this integral is zero because
i2 = −1. Hence, the remaining possibility is when k1 = −k2. In such a situation, φ̃(−k1) =
φ̃(k1)

∗, φ̃(k1)φ̃(−k1) = |φ̃(k1)|2, and the path integral becomes∫
ddx1

∫
ddx2e

ik1·x1eik2·x2
∫
Dφφ(x1)φ(x2) exp (iS)∫

Dφ exp (iS)

=

∫
dφ̃R

∫
dφ̃I (φ̃

2
R + φ̃2

I ) exp
(
i
2
(k21 −m2 + iϵ) (φ̃2

R + φ̃2
I )
)∫

dφ̃R

∫
dφ̃I exp

(
i
2
(k21 −m2 + iϵ) (φ̃2

R + φ̃2
I )
) (2.1.202)

= 2

∫
dzz2 exp

(
i
2
(k21 −m2 + iϵ) z2

)∫
dz exp

(
i
2
(k21 −m2 + iϵ) z2

) =
2i

k21 −m2 + iϵ
. (2.1.203)

Peskin & Schroeder found some way to argue away the 1/2 in the exponential; this would yield
i/(k2 −m2 + iϵ). Notice, too, this is why free field theories are oftentimes dubbed ’gaussian’ –
the exponential is in fact gaussian, because the action is quadratic in the fields.

In any case, let us arrive at this answer by completing the square instead. To this end we
follow Schwinger and first introduce a linear coupling to the scalar field via

Z[J ] ≡

∫
Dφ exp

[
i
∫
ddx

(
1
2
(∂φ)2 − m2

2
φ2 + J(x)φ(x)

)]
∫
Dφ exp

[
i
∫
ddx

(
1
2
(∂φ)2 − m2

2
φ2
)] , (2.1.204)
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where J(x) is real. Let us define

φ̃(k) ≡ ϕ̃(k) + iG̃(k)J̃(k). (2.1.205)

The Lagrangian in the numerator in Fourier spacetime now reads

Lk[J ] ≡
1

2
φ̃(k)(k2 −m2 + iϵ)φ̃(−k) + 1

2
J̃(k)φ̃(−k) + 1

2
J̃(−k)φ̃(k) (2.1.206)

=
1

2
(k2 −m2 + iϵ)

(
|ϕ̃|2 + G̃(k)G̃(−k)|J̃ |2 + iG̃(k)J̃(k)ϕ̃(−k) + ϕ̃(k)iG̃(−k)J̃(−k)

)
+

1

2
J̃(k)ϕ̃(−k) + i

2
J̃(k)G̃(−k)J̃(−k) + 1

2
J̃(−k)ϕ̃(k) + i

2
J̃(−k)G̃(−k)J̃(−k). (2.1.207)

Focusing on the terms linear in ϕ̃,

Lk[J ] =
1

2
(k2 −m2 + iϵ)

(
φ̃(k)i

(
G̃(−k)− i

k2 −m2 + iϵ

)
J̃(−k) (2.1.208)

+ J̃(k)i

(
G̃(k)− i

k2 −m2 + iϵ

)
ϕ̃(−k)

)
+ . . . (2.1.209)

If we choose

G̃(k) =
i

k2 −m2 + iϵ
= G̃(−k) (2.1.210)

all the linear-in-ϕ̃ terms will vanish and we obtain

Lk[J ] =
1

2
(k2 −m2 + iϵ)|ϕ̃|2

+
1

2
J̃(k)

1

k2 −m2 − iϵ
J̃(−k)− 1

2
J̃(k)

1

k2 −m2 − iϵ
J̃(−k) + i

2
J̃(−k)G̃(k)J̃(k) (2.1.211)

=
1

2
ϕ̃(k)(k2 −m2 + iϵ)ϕ̃(−k) + 1

2
(iJ̃(k))(k2 −m2 + iϵ)−1(iJ̃(−k)) (2.1.212)

The J̃ term does not take part in the functional integral, while the ϕ̃ terms simply correspond
to the functional integral without J̃s. At this point, the functional integrals in the numerator
and denominator cancel, and we are left with

Z = exp

[
1

2

∫
k

iJ̃(k)
i

k2 −m2 + iϵ
iJ̃(−k)

]
(2.1.213)

= exp

[
1

2

∫
x,x′

iJ(x)GF(x− x′)iJ(x′)

]
(2.1.214)

This tells us

δ2Z

δ(iJ(z))δ(iJ(z′))

∣∣∣∣
J=0

= GF(x− x′). (2.1.215)

39



In Fourier spacetime,

δ2Z

δ(iJ̃(k))δ(iJ̃(k′))

∣∣∣∣∣
J=0

=
i

k2 −m2 + iϵ
(2π)dδ(d)(k + k′). (2.1.216)

On the other hand, by directly differentiating the ratio of path integrals,

δ2Z

δ(iJ(z))δ(iJ(z′))

∣∣∣∣
J=0

=

∫
Dφφ(z)φ(z′) exp

[
i
∫
ddx

(
1
2
(∂φ)2 − m2

2
φ2
)]

∫
Dφ exp

[
i
∫
ddx

(
1
2
(∂φ)2 − m2

2
φ2
)] (2.1.217)

= GF(x− x′). (2.1.218)

Hence, we have shown that ratios of the path integrals in Z ′ does indeed generate the two point
function.

Problem 2.21. Non-locality Explain why the seemingly local-in-momentum space object
becomes a non-local one in spacetime:∫

Rd

ddk

(2π)d
J̃(k)iJ̃(−k)
k2 −m2 + iϵ

=

∫
Rd

ddx

∫
Rd

ddx′J(x)GF(x− x′)J(x′). (2.1.219)

Remember J(x) is real.

Odd Point Functions Vanish Let us also note that all odd point functions vanish.∫
Dφφ(z1) . . . φ(z2n+1) exp

[
i
∫
ddx

(
1
2
(∂φ)2 − m2

2
φ2
)]

∫
Dφ exp

[
i
∫
ddx

(
1
2
(∂φ)2 − m2

2
φ2
)] = 0. (2.1.220)

We may see this by directly differentiating Z ′.

∞∑
s=0

(1/2)s

s!

δ2n+1

δ(iJ(z1))δ(iJ(z2)) . . . δ(iJ(z2n+1)))

∣∣∣∣
J=0

iJx1G
x1,x′1
F iJx′1 · · · iJxsG

xs,x′s
F iJx′s (2.1.221)

But each term in the sum has even number of Js. So there must be at least one J leftover from
differentiation; which will render the entire expression trivial upon setting J = 0.
Even Point Functions & Wick’s Theorem For even point function, the result may be
expressed through Wick’s theorem:

The 2n point function is simply the sum over all fully contracted fields, where
which Wick contracted pair of fields is replaced with the corresponding Feynman
Green’s function.

(I forgot how to do Wick contractions in LATEX.) Simply differentiate.

∞∑
s=0

(1/2)s

s!

δ2n

δ(iJ(z1))δ(iJ(z2)) . . . δ(iJ(z2n)))

∣∣∣∣
J=0

iJx1G
x1,x′1
F iJx′1 · · · iJxsG

xs,x′s
F iJx′s (2.1.222)
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Only the s = n term is relevant, because there are exactly 2n Js there. For every

δiJ(xk)

δiJ(zi)
G
xk,x

′
k

F

δiJ(x′k)

δiJ(z′i)
(2.1.223)

there is also a

δiJ(xk)

δiJ(z′i)
G
xk,x

′
k

F

δiJ(x′k)

δiJ(zi)
. (2.1.224)

Because there are s pairs of Js, the (1/2)s will cancel out. Moreover, since there are precisely s!
ways to re-arrange s Green’s functions of fixed arguments, the s! in the denominator will cancel
out too. For example, we have the following 4 point function.

⟨0|Tφ1φ2φ3φ4|0⟩ = G1,2
F G3,4

F +G1,3
F G2,4

F +G1,4
F G2,3

F (2.1.225)

To sum: for the free massive scalar theory, the n point function is completely fixed (up to
combinatorics) once the two point function is known. This is analogous to the situation in
statistics: when the underlying probability distribution is Gaussian, all the n ≥ 1 moments are
completely determined by the variance.

Problem 2.22. Write down the 6−point function.

2.1.5 Misc. Problems

Problem 2.23. Quantization Around A Classical Background Starting from the
following action

S ≡
∫
RD,1

dtdDx⃗

(
1

2
(∂φ)2 − m2

2
φ+ φ · J

)
, (2.1.226)

Show that the Hamiltonian density is

H =
1

2
Π2 +

1

2
(∇⃗φ)2 + m2

2
φ2 − φ · J, (2.1.227)

and that the resulting Hamilton’s equations yield(
∂2 +m2

)
φ(t, x⃗) = J(t, x⃗). (2.1.228)

Let us attempt to quantize the fluctuations on top of this classical background. That is, starting
from the action YZ: Incomplete.

Problem 2.24. QFT in a “Square Well” & Casimir Effect Consider the massless
m = 0 free scalar field in (1+1)-dimensional Minkowski, but within a finite spatial domain of
length L:

xµ ≡ (t ∈ R, 0 ≤ x ≤ L). (2.1.229)
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Demand that the field vanishes at x = 0, L. Compute the vacuum expectation value of the
energy density ρ, defined as:

ρ ≡
〈
vac
∣∣T 00

∣∣ vac〉 , (2.1.230)

T 00 ≡ 1

2
φ̇2 +

1

2
(∂xφ)

2. (2.1.231)

What is the total energy E inside the square well, as a function of L? What is ∂E/∂L? The
latter can be interpreted as an effective force experienced by the walls of the square well as a
result of quantum fluctuations. (Bonus: What are the pressure and momentum densities?)

Problem 2.25. Cosmology We live in a universe that is well described, at large scales,
by the metric

ds2 = dt2 − a(t)2dx⃗ · dx⃗; (2.1.232)

i.e., with non-zero components g00 = 1 and gij = −a2δij. The associated wave operator can be
constructed out of the absolute value of its determinant |g| = a6 and inverse gµν :

□φ =
1√
|g|
∂µ

(√
|g|gµν∂νφ

)
=

1

a3
∂t
(
a3φ̇
)
− a−2∇⃗2φ. (2.1.233)

The Lagrangian density of the massive scalar field is now

L =
1

2
gµν∂µφ∂νφ− m2

2
φ2 =

1

2
φ̇2 − a−2

2
∇⃗φ · ∇⃗φ− m2

2
φ2. (2.1.234)

Work out the conjugate momentum Π. Show that the equal time commutation relations

[φ(t, x⃗),Π(t, x⃗′)] = i
δ(3)(x⃗− x⃗′)

a(t)3
(2.1.235)

[φ(t, x⃗), φ(t, x⃗′)] = 0 = [Π(t, x⃗),Π(t, x⃗′)] ; (2.1.236)

leads to the Heisenberg EoM (
□+m2

)
φ = 0. (2.1.237)

That is, just like the Minkowski case, we recover the massive scalar wave equation.

Problem 2.26. de Sitter Power Spectrum de Sitter spacetime in ‘flat slicing’ coordi-
nates is described by the metric

ds2 = a(η)2
(
dη2 − dx⃗2

)
, (2.1.238)

a[η] ≡ −(Hη)−1, η ∈ (−∞, 0). (2.1.239)

In this problem, compute in this geometry the one point function〈
vac
∣∣∣φ̃(η, k⃗)∣∣∣ vac〉 (2.1.240)
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and the power spectrum of a massless scalar field〈
vac
∣∣∣φ̃(η, k⃗)φ̃(η, k⃗′)∣∣∣ vac〉 . (2.1.241)

Hints: If
√

|g| is the square root of the determinant of the metric gµν = diag[1,−1,−1,−1]/(Hη)2

and gµν = diag[1,−1,−1,−1](Hη)2 is its inverse, the scalar field obeys the wave equation

□φ =
∂µ

(√
|g|gµν∂νφ

)
√

|g|
= 0. (2.1.242)

The spatial translation invariance means we may Fourier decompose our scalar field in plane
waves. Specifically, if we first re-scale

φ(η, x⃗) =
ϕ(η, x⃗)

a(η)
, (2.1.243)

followed by examining a single Fourier mode

ϕ(η, x⃗) = f(ξ)eik⃗·x⃗, (2.1.244)

where ξ ≡ kη and k ≡ |⃗k|; show that f obeys

f ′′(ξ) +

(
1− 2

ξ2

)
f(ξ) = 0. (2.1.245)

You should find the two linearly independent solutions to be

f±(ξ) ≡
e±iξ√
2

(
1± i

ξ

)
. (2.1.246)

Choose your mode functions for φ such that, as η → −∞, the positive energy solutions approach
those of Minkowski spacetime. Moreover, to quantize such a system, you should be able to verify
its associated Lagrangian is

Lf ≡
1

2
f ′(ξ)2 +

f(ξ)f ′(ξ)

ξ
+

1

2
f(ξ)2

(
1

ξ2
− 1

)
. (2.1.247)

These vacuum fluctuations – if inflationary cosmologists are right – may be responsible for gen-
erating inhomogeneities in the very early universe, from which all of cosmic structure (galaxy
clusters, etc.) were produced. In particular, comment on how the calculations apply to primor-
dial gravitational waves.

Problem 2.27. Massless Spin-1 Photons and Spin-2 Gravitons Consider a scalar-
vector decomposition of the photon vector potential Ai and electric current Ji:

Ai = ∂iα + αi, ∂iαi = 0, (2.1.248)

Ji = ∂iΓ + Γi, ∂iΓi = 0. (2.1.249)
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Explain why the conservation of current ∂µJµ = 0 implies

J̇0 = ∂i∂iΓ. (2.1.250)

Next, recall the gauge-invariant vector potential variables

Φ ≡ A0 − α̇ and AT
i ≡ αi. (2.1.251)

Show that the electromagnetic action

SEM ≡
∫

ddx

(
−1

4
FµνF

µν − AµJ
µ

)
(2.1.252)

can be written in the manifestly gauge-invariant form

SEM ≡
∫

ddx

(
1

2
∂ααj∂

ααj + αiΓi +
1

2
∂iΦ∂iΦ− ΦJ0

)
. (2.1.253)

(Assume it is alright to integrate-by-parts freely.) Now, let us quantize the dynamical massless
spin-1 photon αi in the (3+1)D vacuum, i.e., where Jµ = 0.

αi(x) =

∫
d3k⃗

(2π)3
1√
2k

2∑
s=1

{
as
k⃗
ϵsie

−ik·x + (as
k⃗
)†(ϵsi )

∗e+ik·x
}
, k ≡ |⃗k|. (2.1.254)

The {ϵsi |s = 1, 2} are the two transverse orthonormal polarization vectors of the photon: kiϵsi = 0.
Whereas kµk

µ = 0 and the ladder operators obey the simple harmonic algebra[
ar
k⃗
, (as

k⃗′
)†
]
= (2π)3δrsδ(3)(k⃗ − k⃗′). (2.1.255)

Show that, for xµ ≡ (t, x⃗) and x′µ ≡ (t′, x⃗′),

i [αi(x), αj(x
′)] = sgn(t− t′)

∫
d3k⃗

(2π)3
Pij(k⃗)

sin(k(t− t′))

k
eik⃗·(x⃗−x⃗

′), (2.1.256)

Pij(k⃗) ≡ δij −
kikj

k⃗2
. (2.1.257)

Next, we turn to the massless spin-2 graviton hTT
ij ,2 which is transverse and traceless:

∂ih
TT
ij = 0 = δijhTT

ij . (2.1.258)

Its quantum operator admits the expansion, in (3+1)D,

hTT
ij (x) =

∫
d3k⃗

(2π)3
1√
2k

2∑
s=1

{
as
k⃗
ϵsije

−ik·x + (as
k⃗
)†(ϵsij)

∗e+ik·x
}
, k ≡ |⃗k|. (2.1.259)

2In a weakly curved spacetime gµν = ηµν + hµν , with |hµν | ≪ 1, the hTT
ij is the transverse-traceless part of

hµν .
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The transverse traceless conditions in Fourier space reads

kiϵsij = 0 = δijϵsij. (2.1.260)

Imposing the simple harmonic algebra[
ar
k⃗
, (as

k⃗′
)†
]
= (2π)3δrsδ(3)(k⃗ − k⃗′). (2.1.261)

demonstrate that

i
[
hTT
ij (x), hTT

mn(x
′)
]
= sgn(t− t′)

∫
d3k⃗

(2π)3
Pijmn(k⃗)

sin(k(t− t′))

k
eik⃗·(x⃗−x⃗

′), (2.1.262)

Pijmn(k⃗) ≡
1

2

(
Pim(k⃗)Pjn(k⃗) + Pin(k⃗)Pjm(k⃗)− Pij(k⃗)Pmn(k⃗)

)
. (2.1.263)

Hints: Recall that the (Fourier space) transverse polarization vector can be obtained by projec-
tion:

εTi = Pijεj; (2.1.264)

and likewise for the (Fourier space) TT gravitation polarization tensor:

εTT
ij =

1

2

(
Pim(k⃗)Pjn(k⃗) + Pin(k⃗)Pjm(k⃗)− Pij(k⃗)Pmn(k⃗)

)
εmn. (2.1.265)

This implies, when one encounters a sum over orthonormal polarization vectors such as∑
s

ϵ
(s)T
i (ε

(s)T
j )∗ = PiaPjb

∑
s

ϵ(s)a (ε
(s)
b )∗; (2.1.266)

even though the sum only runs over the two orthonormal polarizations perpendicular to ki, it
can be extended to include ϵ

(3)
i = k̂i since it is annihilated by Pij anyway. This observation may

then be invoked to then apply the completeness relation. Similar remarks apply for the graviton
case.

2.2 Interacting Fields

2.2.1 In- and Out-Vacuum (Heisenberg Picture)

We will define the in-vacuum to be the Heisenberg picture ground state of the full Hamiltonian
H, evaluated at the infinite past

|in-vac⟩ ≡ |Ω, t→ −∞⟩H.

Similarly, the out-vacuum is that evaluated at the infinite future

|out-vac⟩ ≡ |Ω, t→ +∞⟩H.
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In Minkowski spacetime with no external time dependent fields, the Hamiltonian of a given QFT
is time independent. We have, of course,

H|in-vac⟩ = Ω|in-vac⟩,
H|out-vac⟩ = Ω|out-vac⟩,

where Ω is the ground state energy, a real number. This means |in-vac⟩ and |out-vac⟩ can only
differ by a (possibly ambiguous) phase

|in-vac⟩ = eiΣ|out-vac⟩, eiΣ⟨in-vac| = ⟨out-vac|
eiΣ ≡ lim

T→∞
e−i(2T )Ω.

Therefore, the vacuum expectation value of the time-ordered product of operators

O1[t1],O2[t2], . . . ,On[tn], (2.2.1)

can be expressed in various ways. Firstly, it does not matter whether the expectation value is
taken with respect with either the in-vacuum or out-vacuum, since they differ only by a phase.

⟨in-vac|T {O1[t1]O2[t2] . . .On[tn]} |in-vac⟩ = ⟨out-vac|T {O1[t1]O2[t2] . . .On[tn]} |out-vac⟩.

Secondly, the vacuum expectation value can also be expressed as an in-out transition amplitude,

⟨Ω′|T {O1[t1]O2[t2] . . .On[tn]} |Ω′⟩ = ⟨out-vac|T {O1[t1]O2[t2] . . .On[tn]} |in-vac⟩
⟨out-vac|in-vac⟩

, (2.2.2)

where Ω′ = in-vac or Ω′ = out-vac. To see this, we begin from the RHS.

⟨out-vac|T {O1[t1]O2[t2] . . .On[tn]} |in-vac⟩
⟨out-vac|in-vac⟩

=
⟨out-vac|T {O1[t1]O2[t2] . . .On[tn]} eiΣ|out-vac⟩

eiΣ⟨out-vac|out-vac⟩

=
eiΣ⟨in-vac|T {O1[t1]O2[t2] . . .On[tn]} |in-vac⟩

eiΣ⟨in-vac|in-vac⟩
,

which yields the LHS of eq. (2.2.2) as long as the vacuum state is normalized to unity. (Actually,
the |Ω′⟩ can be the vacuum at any time – can you see why?) This discussion is important for
the upcoming discussion in the next section, because the right hand side of eq. (2.2.2) can be
expressed as ratios of path integrals, allowing us to use path integrals to compute expectation
values – at least when H is time independent. Up to an overall constant A, we have

⟨out-vac|T {O1[t1]O2[t2] . . .On[tn]} |in-vac⟩ = A
∫

Dφ exp [iS[φ]]O1[t1],O2[t2], . . . ,On[tn],

⟨out-vac|in-vac⟩ = A
∫

Dφ exp [iS[φ]] . (2.2.3)

Schwinger-Keldysh/“in-in” When H is not time independent, then energy eigenstates
are no longer stationary states – in general we may only speak about the instantaneous eigen-
states of H[t] at a given time. In particular, the |in-vac⟩ is no longer some phase multiplied
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by the |out-vac⟩ and the argument above, relating the ratio of the path integrals to the in-
vacuum expectation value, will not go through because time evolution is now considerably more
complicated. In terms of the now highly non-trivial U = T exp(−i

∫ +∞
−∞ H[s]ds),

|in-vac⟩ = U |out-vac⟩ (2.2.4)

⟨out-vac|T {O1[t1]O2[t2] . . .On[tn]} |in-vac⟩ = ⟨in-vac|UT {O1[t1]O2[t2] . . .On[tn]} |in-vac⟩
⟨out-vac|T {O1[t1]O2[t2] . . .On[tn]} |in-vac⟩

⟨out-vac| in-vac⟩
=

⟨in-vac|UT {O1[t1]O2[t2] . . .On[tn]} |in-vac⟩
⟨in-vac |U | in-vac⟩

̸= ⟨in-vac|T {O1[t1]O2[t2] . . .On[tn]} |in-vac⟩
⟨in-vac| in-vac⟩

.

On the other hand, the more restricted problem of computing the vacuum expectation value of
some operator O[t] at some time t, namely

⟨in-vac |O[t]| in-vac⟩ , (2.2.5)

may still be tackled in terms of path integrals – two copies of them in fact – but the ensuing
formalism is different from the above “in-out” one. It is instead known as the Schwinger-Keldysh
or “in-in” formalism, named after Julian Schwinger and Leonid Keldysh; though if the path
integral formalism is used it should really be known as the Feynman-Vernon method.

2.2.2 Correlations, Wick’s Theorem & Path Integrals

One of the key objects that occur in QFT is the n ≥ 1 point correlation function

⟨Ω |T φ(x1) . . . φ(xn)|Ω⟩ . (2.2.6)

We will find it easier to work in Fourier spacetime.

⟨φ̃(k1) . . . φ̃(kn)⟩ ≡
∫

ddx1· · ·
∫

ddxn ⟨Ω |T φ(x1) . . . φ(xn)|Ω⟩ eik1·x1 · · · eikn·xn . (2.2.7)

To begin, let us remind ourselves of the following fact from QM:∫ x⃗

x⃗′
Dq⃗
∫

Dp⃗ exp
(
i

∫ t

t′

{
p⃗ · ˙⃗q −H[q⃗, p⃗]

}
dτ

)
A(s)B(s′)C(s′′) . . . (2.2.8)

= H ⟨x⃗, t |T {AH(s)BH(s
′)CH(s

′′) . . . }| x⃗′, t′⟩H ; (2.2.9)

where on the right hand side AH, BH, CH, . . . are arbitrary Heisenberg-picture operators diag-
onal in the position representation; and A, B, C, . . . on the left-hand-side correspond to their
complex-number counterparts; and t > (s, s′, s′′, . . . ) > t′. Whereas, T means the operators
within the curly brackets are arranged such that the ones with later times stand on the right.
For instance, if s2 > s1, then

T {AH(s1)BH(s2)} = BH(s2)AH(s1); (2.2.10)

or, if s′′ > s > s′, then

T {AH(s)BH(s
′)CH(s

′′)} = CH(s
′′)AH(s)BH(s

′). (2.2.11)
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Nonlinearities We may now proceed to construct perturbation theory. One simply breaks
up the action into quadratic-in-fields piece S2 plus the higher-than-quadratic-in-fields Sn≥3, fol-
lowed by Taylor expanding the exponential in powers of the latter.

The general n point function with respect to the full interacting vacuum is now

⟨Ω|Tφ(z1) . . . φ(zn)|Ω⟩

=

∫
Dφφ(z1) . . . φ(zn) exp

[
i
∫
ddx

(
1
2
(∂φ)2 − m2

2
φ2
)
+ i
∑

n≥3 Sn[φ]
]

∫
Dφ exp

[
i
∫
ddx

(
1
2
(∂φ)2 − m2

2
φ2
)
+ i
∑

n≥3 Sn[φ]
] . (2.2.12)

We will again employ Schwinger’s source trick, by considering the following generating functional.

Z[J ] ≡

∫
Dφ exp

[
i
∫
ddx

(
1
2
(∂φ)2 − m2

2
φ2 + J · φ

)
+ i
∑

n≥3 Sn[φ]
]

∫
Dφ exp

[
i
∫
ddx

(
1
2
(∂φ)2 − m2

2
φ2
)
+ i
∑

n≥3 Sn[φ]
] (2.2.13)

The general n point function may again be obtained from differentiation.

⟨Ω|Tφ(z1) . . . φ(zn)|Ω⟩ =
δnZ

δ(iJ(z1))δ(iJ(z2)) . . . δ(iJ(zn)))

∣∣∣∣
J=0

(2.2.14)

Another way to see this is

Z[J ] =
∞∑
n=0

in

n!

∫
z1...zn

J(z1) . . . J(zn) ⟨Ω|Tφ(z1) . . . φ(zn) |Ω⟩ . (2.2.15)

This n−point function will turn out to be

⟨Ω|Tφ(z1) . . . φ(zn)|Ω⟩

=
∑

(Fully Contracted Feynman Diagrams involving the {z1, . . . , zn}) . (2.2.16)

Now, the general path integral with external sources may be shown to be the functional determi-
nantN of the kinetic term of the action times the exponential of the ‘vacuum bubbles’ (related to
vacuum energy) times the exponential of the sum of fully connected Feynman diagrams involving
the external sources. For e.g.,∫

Dφ exp

[
iS[φ] + i

∫
J · φddx

]
= N exp

[∑
(vacuum bubbles)

]
(2.2.17)

× exp
[∑

(Fully connected Feynman diagrams involving J)
]

Therefore, when taking the ratio of path integrals, only the fully connected diagrams remain.

Z[J ] = exp
[∑

(Fully connected Feynman diagrams involving J)
]

(2.2.18)

A slightly different way to arrive at this result is to simply split

Z[J ] ≡

∫
Dφ exp

[
i
∫
ddx

(
1
2
(∂φ)2 − m2

2
φ2 + J · φ

)
+ i
∑

n≥3 Sn[φ]
]

∫
Dφ exp

[
i
∫
ddx

(
1
2
(∂φ)2 − m2

2
φ2
)] (2.2.19)

×

∫
Dφ exp

[
i
∫
ddx

(
1
2
(∂φ)2 − m2

2
φ2
)]

∫
Dφ exp

[
i
∫
ddx

(
1
2
(∂φ)2 − m2

2
φ2
)
+ i
∑

n≥3 Sn[φ]
] . (2.2.20)
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This will translate into

Z[J ] =
exp [

∑
(Vacuum Bubbles)] exp [

∑
(Full Connected Feynman diagrams involving J)]

exp [
∑

(Vacuum Bubbles)]

= exp
[∑

(Full Connected Feynman diagrams involving J)
]
. (2.2.21)

For example, for the free massive scalar theory, the only Feynman diagram was the one involving

⟨0|T 1

2!

∫
iJ1φ1

∫
iJ2φ2|0⟩ =

1

2!

∫
1,2

iJ1G
1,2
F iJ2. (2.2.22)

Example: φ4 Theory A common textbook example involves φ4 theory, defined by the
Lagrangian

L = L2 + L4, (2.2.23)

L2 =
1

2
(∂φ)2 − m2

2
φ2, (2.2.24)

L4 = − λ

4!
φ4. (2.2.25)

In 4D the Lagrangian density should be of mass dimensions 4, so that it then yields a dimension-
less quantity when it is integrated over 4D spacetime (i.e., d4xL is dimensionless; or, of dimen-
sions ℏ). Hence [φ] = m and therefore λ is dimensionless.

Let us first observe that the odd point function vanishes:

⟨Ω|Tφ1φ2 . . . φ2n+1 |Ω⟩ ∝
∫
Dφφ1 . . . φ2n+1e

i
∫
L2

∑
ℓ

(−iλ/4!)ℓ
(∫

φ4

)ℓ
= 0 (2.2.26)

because the integrand always involves the Wick contractions of odd powers of φ.
Next, we turn to the two point function up to first order in λ:

⟨Ω|Tφ1φ2 |Ω⟩ (2.2.27)

=

∫
Dφφ1φ2e

i
∫
L2(1− iλ/4!

∫
z
φ4
z +O[λ2])∫

Dφei
∫
L2(1− iλ/4!

∫
z
φ4
z +O[λ2])

(2.2.28)

=
Gx1,x2
F (1− i(λ/4!)3

∫
z
Gz,z
F Gz,z

F )− i(λ/4!)4 · 3
∫
z
Gx1,z
F Gx2,z

F Gz,z
F

1− i(λ/4!)3
∫
z
Gz,z
F Gz,z

F

+O[λ2] (2.2.29)

= Gx1,x2
F − i

λ

2

∫
z

Gx1,z
F Gx2,z

F Gz,z
F +O[λ2] (2.2.30)

These are fully connected diagrams. An example of a vacuum bubble is the figure 8 term

−(iλ/4!)3

∫
z

Gz,z
F Gz,z

F . (2.2.31)

Notice the vacuum bubbles really do cancel out at first order in λ.
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The four point function up to λ:

⟨Ω|Tφ1φ2φ3φ4 |Ω⟩ (2.2.32)

=

∫
Dφφ1φ2φ3φ4e

i
∫
L2(1− iλ/4!

∫
z
φ4
z +O[λ2])∫

Dφei
∫
L2(1− iλ/4!

∫
z
φ4
z +O[λ2])

(2.2.33)

=

(
(Gx1,x2

F Gx3,x4
F +Gx1,x3

F Gx2,x4
F +Gx1,x4

F Gx2,x3
F )(1− i(λ/4!)3

∫
z

Gz,z
F Gz,z

F )

− i(λ/4!)4!

∫
z

Gx1,z
F Gx2,z

F Gx3,z
F Gx4,z

F (2.2.34)

− i(λ/4!)Gx1,x2
F 4 · 3

∫
z

Gx3,z
F Gx4,z

F Gz,z
F (2.2.35)

− i(λ/4!)Gx1,x3
F 4 · 3

∫
z

Gx2,z
F Gx4,z

F Gz,z
F − i(λ/4!)Gx1,x4

F 4 · 3
∫
z

Gx2,z
F Gx3,z

F Gz,z
F (2.2.36)

− i(λ/4!)Gx2,x3
F 4 · 3

∫
z

Gx1,z
F Gx4,z

F Gz,z
F − i(λ/4!)Gx2,x4

F 4 · 3
∫
z

Gx1,z
F Gx3,z

F Gz,z
F (2.2.37)

− i(λ/4!)Gx3,x4
F 4 · 3

∫
z

Gx1,z
F Gx2,z

F Gz,z
F

)(
1− i(λ/4!)3

∫
z

Gz,z
F Gz,z

F

)−1

+O[λ2] (2.2.38)

= Gx1,x2
F Gx3,x4

F +Gx1,x3
F Gx2,x4

F +Gx1,x4
F Gx2,x3

F − iλ

∫
z

Gx1,z
F Gx2,z

F Gx3,z
F Gx4,z

F (2.2.39)

− i
λ

2

(
Gx1,x2
F

∫
z

Gx3,z
F Gx4,z

F Gz,z
F +Gx1,x3

F

∫
z

Gx2,z
F Gx4,z

F Gz,z
F (2.2.40)

+Gx1,x4
F

∫
z

Gx2,z
F Gx3,z

F Gz,z
F +Gx2,x3

F

∫
z

Gx1,z
F Gx4,z

F Gz,z
F (2.2.41)

+Gx2,x4
F

∫
z

Gx1,z
F Gx3,z

F Gz,z
F +Gx3,x4

F

∫
z

Gx1,z
F Gx2,z

F Gz,z
F

)
+O[λ2]. (2.2.42)

The second term involving −iλ is fully connected; the rest are not. At first order in λ, it is
not possible to form a fully connected diagram at 6−points, because the λφ4 term is a 4−point
interaction.

We may gather

Z[J ]− 1 =
i2

2!

∫
x1,x2

J(x1)J(x2)

(
Gx1,x2
F − i

λ

2

∫
z

Gx1,z
F Gx2,z

F Gz,z
F

)
(2.2.43)

+
i4

4!

∫
x1,x2,x3,x4

J(x1)J(x2)J(x3)J(x4)

(
− iλ

∫
z

Gx1,z
F Gx2,z

F Gx3,z
F Gx4,z

F (2.2.44)

3Gx1,x2
F Gx3,x4

F − i
λ

2
6Gx1,x2

F

∫
z

Gx3,z
F Gx4,z

F Gz,z
F

)
+O[J4, λ2] (2.2.45)

=
1

2

∫
x1,x2

iJ(x1)G
x1,x2
F iJ(x2)− i

λ

4

∫
x1,x2

iJ(x1)iJ(x2)

∫
z

Gx1,z
F Gx2,z

F Gz,z
F (2.2.46)
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+

∫
x1,x2,x3,x4

iJ(x1)iJ(x2)iJ(x3)iJ(x4)

(
− i

λ

4!

∫
z

Gx1,z
F Gx2,z

F Gx3,z
F Gx4,z

F (2.2.47)

+
1

8
Gx1,x2
F Gx3,x4

F − i
λ

8
Gx1,x2
F

∫
z

Gx3,z
F Gx4,z

F Gz,z
F

)
+O[J4, λ2] (2.2.48)

Note that, up to order J4 and λ1,

1

2!

(∫
x1,x2

iJ(x1)iJ(x2)

(
1

2
Gx1,x2
F − i

λ

4

∫
z

Gx1,z
F Gx2,z

F Gz,z
F

)

− iλ

4!

∫
x1,x2,x3,x4

iJ(x1)iJ(x2)iJ(x3)iJ(x4)

∫
z

Gx1,z
F Gx2,z

F Gx3,z
F Gx4,z

F +O[J4, λ2]

)2

(2.2.49)

=
1

8

(∫
x1,x2

iJ(x1)iJ(x2)G
x1,x2
F

)2

− i
λ

8

∫
x1,x2

iJ(x1)iJ(x2)G
x1,x2
F

∫
x3,x4

iJ(x3)iJ(x4)

∫
z

Gx3,z
F Gx4,z

F Gz,z
F .

We have therefore verified that – up to order J4 and λ1 –

Z[J ] = exp

[∫
x1,x2

iJ(x1)iJ(x2)

(
1

2
Gx1,x2
F − i

λ

4

∫
z

Gx1,z
F Gx2,z

F Gz,z
F

)

− iλ

4!

∫
x1,x2,x3,x4

iJ(x1)iJ(x2)iJ(x3)iJ(x4)

∫
z

Gx1,z
F Gx2,z

F Gx3,z
F Gx4,z

F +O[J4, λ2]

]
. (2.2.50)

Summary To sum: the n−point function may be computed perturbatively as the sum of
all Feynman diagrams without any disconnected vacuum bubbles:

⟨Ω |T{φ(x1) . . . φ(xn)}|Ω⟩

=
∞∑
ℓ=0

iℓ

ℓ!

∫
z1...zℓ

⟨0 |T{φ(x1) . . . φ(xn)LI[z1] . . .LI[zn]}| 0⟩No disconnected vacuum bubbles (2.2.51)

and

Z[J ] = exp
[∑

(Fully connected diagrams involving J)
]
. (2.2.52)

Note that:

� Generically, Feynman diagrams diverge at loop level. Hence, a consistent regularization
and renormalization scheme is part of the definition of a QFT, in order to ensure finite
physical observables can be extracted.

� Even after regularization and renormalization, perturbation theory – e.g., in powers of
λ in the φ − 4 theory above, or α in QED – the series is asymptotic, with zero radius
of convergence. For some fixed (Nature-given) coupling constant λ, α, etc., the series
needs to be truncated beyond some perturbative order; else the answer is no longer a good
approximation.
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Problem 2.28. 1D Euclidean φ4 QFT Compute the 2 point Euclidean correlator:

⟨φ(x1)φ(x2)⟩ ≡
∫
Dφφ(x1)φ(x2) exp (−SE)∫

Dφ exp (−SE)
, (2.2.53)

SE ≡
∫
R
dx

(
1

2
φ′(x)2 +

m2

2
φ(x)2 +

λ

4!
φ(x)4

)
; (2.2.54)

up to O(λ). You should find

⟨φ(x1)φ(x2)⟩ =
e−m|x1−x2|

2m

(
1− λ

8m3
(1 +m|x1 − x2|) +O(λ2)

)
. (2.2.55)

Note that, even though this is a Euclidean QFT, the perturbation theory is similar to that in
Lorentzian QFT. Hint: First solve for the non-interacting two point function – it is DE(x) =∫
R(dω/(2π))e

−iωz/(ω2 +m2) = e−m|x|/(2m).

ℏ Power Counting Generally, we would attribute higher powers of ℏ to indicate a higher
degree of “quantum-ness”. Let us therefore count the powers of ℏ in the n−point correlations
within scalar field theory by studying the generating function

Z[J ] =

∫
Dφ exp[(i/ℏ)

∫
(1/2)((∂φ)2 −m2φ2) + (i/ℏ)

∑
n≥3 Sn + i

∫
Jφ]∫

Dφ exp[(i/ℏ)
∫
(1/2)((∂φ)2 −m2φ2) + (i/ℏ)

∑
n≥3 Sn]

, (2.2.56)

where we have restored the 1/ℏ in front of each term of the action; though we do not put a 1/ℏ
for the Jφ term since our main goal is to read off the correlator as the coefficient of the Js, and
carrying extra factors of ℏs does not affect the result and is in fact merely a distraction – i.e.,
compare (i/n!)(J1/ℏ) . . . (Jn/ℏ)⟨Ω|Tφ1 . . . φn|Ω⟩ with (i/n!)(J1 . . . Jn)⟨Ω|Tφ1 . . . φn|Ω⟩. Now, let
us note that each and every φ occurring within the beyond-quadratic action can be obtained by
a functional derivative acting on the exponential ei

∫
Jφ:

Sn≥3[φ]e
i
∫
Jφ = Sn

[
δ

δ(iJ)

]
ei

∫
Jφ. (2.2.57)

For example, the φ4 example from above would read∫
z

(
δ

δ(iJz)

)4

ei
∫
x Jxφx (2.2.58)

=

∫
z

∫
x1

δx1−zφx1

∫
x2

δx2−zφx2

∫
x3

δx3−zφx3

∫
x4

δx4−zφx4e
i
∫
x Jxφx (2.2.59)

=

∫
z

φ4
ze
i
∫
x Jxφx . (2.2.60)

Hence,

Z[J ] =
exp[ iℏ

∑
n≥3 Sn[

δ
δ(iJ)

]]
∫
Dφ exp[ iℏ

∫
1
2
((∂φ)2 −m2φ2) + i

∫
Jφ]

(exp[ iℏ
∑

n≥3 Sn[
δ

δ(iJ)
]]
∫
Dφ exp[ iℏ

∫
1
2
((∂φ)2 −m2φ2) + i

∫
Jφ])J=0

, (2.2.61)
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where we have now introduced a J in the denominator as well – we just need to set it to zero at
the end of the calculation. Next, we complete the square, but keep in mind that each factor of
the Feynman Green’s function is multiplied by an ℏ, namely ⟨0|Tφxφx′ |0⟩ = ℏGF[x− x′]:

Z[J ] =
exp[ iℏ

∑
n≥3 Sn[

δ
δ(iJ)

]] exp
[
ℏ
2

∫
x,x′

iJ(x)GF(x− x′)iJ(x′)
]

(
exp[ iℏ

∑
n≥3 Sn[

δ
δ(iJ)

]] exp
[
ℏ
2

∫
x,x′

iJ(x)GF(x− x′)iJ(x′)
])

J=0

. (2.2.62)

The ℏ power counting is now manifest: Each n−vertex carries a 1/ℏ whereas each internal line
(i.e., a propagator) contains a ℏ. At this point, we invoke the following formula. If L is the
number of loops, P is the number of internal propagator lines, and V is the number of vertices
in each Feynman diagram, they are related by

L = P − V + 1. (2.2.63)

For example, the n = 2 point function in our φ4 theory at one-loop order contains P = 1, V = 1;
the n = 4 point function in the same theory at one loop order also has P = 1 and V = 1.
A Feynman digram contributing to a given correlator would therefore contain the product of
coupling constants associated with each and every vertex times

ℏ# external propagators · ℏP · ℏ−V = ℏ# external propagators · ℏL−1. (2.2.64)

This is why the loop expansion is oftentimes associated with an expansion in powers of ℏs. Notice,
though, that the coupling constants associated with each vertex could in principle contain ℏs.
Moreover, the massive propagator itself does not scale homogeneously with ℏ too: ℏG̃F(k) =
iℏ/(k2 − (m/ℏ)2).

Problem 2.29. Two-Point Function of φ4 theory Verify directly that the two point
function of φ2 theory up to one loop order goes as ℏGF + ℏ2λ(. . . ), where . . . should be spelted
out explicitly.

N Point Functions in Fourier Spacetime To prepare for the following section on the
scattering matrix, we wish to now re-express the n point function in Fourier space. We see that

⟨φ̃(k1) . . . φ̃(kn)⟩ =
∫
Dφφ̃(k1) · · · φ̃(kn) exp (iS)∫

Dφ exp (iS)
(2.2.65)

=

∫
Dφ δ

δ(iJ̃(−k1))
· · · δ

δ(iJ̃(−kn))
exp

(
iS + i

∫
k′
φ̃(k′)J̃(−k′)

)∣∣∣
J=0∫

Dφ exp (iS)
. (2.2.66)

Each interaction vertex can first be re-expressed in momentum spacetime. For example, the φ4

self-interaction becomes∫
z

φ4
ze
i
∫
z Jzφz (2.2.67)

=

∫
k1,k2,k3,k4

φ̃(k1)φ̃(k2)φ̃(k3)φ̃(k4)(2π)
dδ(d)[k1 + k2 + k3 + k4]e

i
∫
k′ φ̃(k

′)J̃(−k′) (2.2.68)

=

∫
k1,k2,k3,k4

(2π)dδ(d)[k1 + k2 + k3 + k4]
δ

δ(iJ̃(−k1))
· · · δ

δ(iJ̃(−k4))
ei

∫
k′ φ̃(k

′)J̃(−k′). (2.2.69)
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We may therefore write the generating function as

Z[J ] = exp

[
i
∑
n≥3

∫
k1,...,kn

δk1+···+knL̃

[
δ

δ(iJ̃(−k1))
, . . . ,

δ

δ(iJ̃(−kn))

]]

× exp

[
1

2

∫
q,q′

(iJ̃(−q)) iδq+q′

q2 −m2 + iϵ
(iJ̃(−q′))

]
(2.2.70)

×

(
exp

[
i
∑
n≥3

∫
k1,...,kn

δk1+···+knL̃

[
δ

δ(iJ̃(−k1))
, . . . ,

δ

δ(iJ̃(−kn))

]]

× exp

[
1

2

∫
q,q′

(iJ̃(−q)) iδq+q′

q2 −m2 + iϵ
(iJ̃(−q′))

])−1

J=0

, (2.2.71)

where δk is shorthand for (2π)dδ(d)(k). Note that

δJ̃(q)

δJ̃(−k)
= δq+k and

δJ̃(q)

δJ̃(k)
= δq−k. (2.2.72)

We deduce: Each line in the Feynman diagram is now i/(p2−m2+iϵ) times a δ−function; whereas
each n−vertex comes with a momentum conserving δ−function and associated n−integrals.

For instance, in φ4 theory, the 2 point function with external momentum q1 and q2 up to
order λ therefore

⟨φ̃q1φ̃q2⟩ (2.2.73)

=
iδq1+q2

q21 −m2 + iϵ
− iλ

2

∫
k1,...,k4

δk1+k2+k3+k4
iδq1+k1

q21 −m2 + iϵ

iδk3+k4
k23 −m2 + iϵ

iδq2+k2
q22 −m2 + iϵ

+ . . . (2.2.74)

=
iδq1+q2

q21 −m2 + iϵ
− iλ

2

i

q21 −m2 + iϵ

iδq1+q2
q22 −m2 + iϵ

∫
k′′

i

k′′2 −m2 + iϵ
+ . . . (2.2.75)

In turn, the 4−point function reads

⟨φ̃k1φ̃k2φ̃k3φ̃k4⟩ =
iδk1+k2

k21 −m2 + iϵ

iδk3+k4
k23 −m2 + iϵ

+ distinct perms of {k1, . . . , k4} (2.2.76)

− iλδk1+···+k4

(
4∏
ℓ=1

i

k2ℓ −m2 + iϵ

)
(2.2.77)

We may interpret the first row as simply ‘nothing happens’; whereas the first order λ term tells
us four φ particles can scatter off each other.

2.2.3 LSZ Reduction Formula

See Chapters 4, 5 and 7 of Peskin and Schroeder. Chapter 4.5 of Peskin and Schroeder (P&S)
relates the S−matrix to cross sections; whereas 4.6 argues how the S−matrix can be computed
from Feynman diagrams. Chapter 7.2 relates correlators to the S−matrix. This section is only
a very rough sketch. The key object is the transition amplitude

out ⟨p′1, s′1; p′2, s′2; . . .| p1, s1; p2, s2; . . .⟩in , (2.2.78)
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where the ket is the n−particle incoming momentum eigenstate and the bra is the n′−particle
outgoing momentum eigenstate; the s’s are the spins. ‘In’ here simply means the Heisenberg
picture eigenstate in the infinite past; while ‘out’ means the eigenstate in the infinite future. We
define

out ⟨p′1, s′1; p′2, s′2; . . .| p1, s1; p2, s2; . . .⟩in , ≡ s ⟨p′1, s′1; p′2, s′2; . . .|S |p1, s1; p2, s2; . . .⟩s ; (2.2.79)

S ≡ I+ iT ; (2.2.80)

The subscript s indicates “Schrödinger” picture; and at tree level these momentum eigenstates
are simply the appropriate raising operators acting upon the non-interacting vacuum |0⟩. The
S is known as the S−matrix. By momentum conservation, we have

s ⟨p′1, s′1; p′2, s′2; . . .| iT |p1, s1; p2, s2; . . .⟩s
= (2π)dδ(d)[p′1 + p′2 + · · · − (p1 + p2 + . . . )]iM[p1, s1; p2, s2; · · · → p′1, s

′
1; p

′
2, s

′
2; . . . ], (2.2.81)

where M is usually dubbed the scattering amplitude. We may now generalize P&S eq. 4.90 to
relate the T−matrix elements to Feynman diagrams; up to renormalization Z−factors:

s ⟨p′1, s′1; p′2, s′2; . . .|S |p1, s1; p2, s2; . . .⟩s (2.2.82)

= I ⟨p′1, s′1; p′2, s′2; . . .|T exp

(
−i
∫
R
HI(t

′)dt′
)
|p1, s1; p2, s2; . . .⟩I (2.2.83)

= I ⟨p′1, s′1; p′2, s′2; . . .| I− T
∑
ℓ

1

ℓ!

(
−i
∫
R
HI(t

′)dt′
)ℓ

|p1, s1; p2, s2; . . .⟩I ; (2.2.84)

where the kets and bras with subscript I indicates they are now eigenstates of the quadratic (i.e.,
non-interacting) Hamiltonian. P&S summarizes the T−matrix (S with the identity subtracted
out) as

s ⟨p′1, s′1; p′2, s′2; . . .| iT |p1, s1; p2, s2; . . .⟩s (2.2.85)

=

(
I ⟨p′1, s′1; p′2, s′2; . . .|T exp

(
−i
∫
R
HI(t

′)dt′
)
|p1, s1; p2, s2; . . .⟩I ..

)
Fully connected, amputated

.

Connected means, any part of the Feynman diagram is connected to any other portion; while
amputated means the quantum-corrected Green’s functions directly connected to the external
lines are discarded. More precisely, P&S tells us

. . . we define amputation in the following way. Starting from the tip of each external
leg, find the last point at which the diagram can be cut by removing a single prop-
agator, such that this operation separates the leg from the rest of the diagram. Cut
there.

One of the key applications of the n−point function involves its relation to the scattering matrix
(S-matrix). This is provided by the LSZ reduction formula. From Peskin and Schroeder eq.
(7.42), the transition amplitude ⟨p1, . . . , pn |S| k1, . . . , km⟩, describing the process of m incoming
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particles (k1, . . . , km) transforming to n outgoing ones (p1, . . . , pn), can be read off from

⟨φ̃(p1) . . . φ̃(pn)φ̃(−k1) . . . φ̃(−km)⟩

∼

(∏
ℓ

i
√
Z

p2ℓ −m2 + iϵ

)(∏
ℓ′

i
√
Z

k2ℓ′ −m2 + iϵ

)
⟨p1, . . . , pn |S| k1, . . . , km⟩ . (2.2.86)

The Z factors arise from renormalization; while the ∼ means the expressions are to be taken near
the mass shell p2 = m2. The prescription for the S-matrix for thism→ n particle process is there-
fore as follows: Compute the m+n point function with the momenta (p1, . . . , pn,−k1, . . . ,−km).
Then throw out the ‘outermost’ layer of quantum-corrected Green’s functions; i.e., throw out
the i

√
Z/(p2 −m2 + iϵ) factors.

The T−matrix, or scattering amplitude, is the ‘off-diagonal’ portion of the above transition
amplitude. It is the non-trivial part of scattering that is sensitive to the interactions:

S = I+ iT. (2.2.87)

From the above expression, we see that it is the sum of fully connected amputated Feynman
diagrams involving the appropriate external momentum lines.

s

〈
{p′j} |iT | {pi}

〉
s

=
∞∑
ℓ=1

iℓ

ℓ!

∫
z1...zℓ

(
s

〈
{p′j} |T{L[z1] . . .L[zℓ]}| {pi}

〉
s

)
Fully connected, Amputated

(2.2.88)

This formula holds provided we define Wick contractions to also include that with the external
momentum eigenstates. For scalars, contraction with external momentum states simply yields
unity.

For φ−4 theory these considerations allow us to summarize the computation of the T−matrix
via the following Feynman rules (see Peskin and Schroeder Appendix A.1)

� Scalar propagator (line): i/(p2 −m2 + iϵ).

� φ4 vertex: −iλ.

� External scalar: 1.
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3 Quantum Field Theory of (3+1)D Spinor Fields

3.1 Quantum Mechanics

The Dirac equation reads

(i/∂ −m)ψ = 0 (3.1.1)

where /∂ ≡ γµ∂µ, and in the chiral basis

γµ ≡
[

0 σµ

σ̄µ 0

]
, (3.1.2)

σµ ≡
(
I2×2, σ

i
)
, σ̄µ ≡

(
I2×2,−σi

)
. (3.1.3)

Note that these 4× 4 matrices {γµ} satisfy the following anti-commutation relations, otherwise
known as the Clifford Algebra:

{γµ, γν} = 2ηµν . (3.1.4)

We note in passing: in arbitrary d ≥ 2 spacetime dimensions, whenever a set of matrices {γµ}
are found such they satisfy the Clifford algebra, then (i/2)[γµ, γν ] may be used to generate the
Lorentz transformations of spinors.

Let us note that the Dirac Lagrangian density is

Lψ ≡ ψ̄
(
i/∂ −m

)
ψ. (3.1.5)

Here, we have defined

ψ̄ ≡ ψ†γ0. (3.1.6)

which yields

∂µ
∂L

∂∂µψ† = 0 (3.1.7)

∂L
∂ψ† = iγ0γµ∂µψ −mγ0ψ; (3.1.8)

and

∂µ
∂L
∂∂µψ

= i∂µψ
†γ0γµ (3.1.9)

∂L
∂ψ

= −mψ†γ0; (3.1.10)

i.e., we have

iγ0γµ∂µψ −mγ0ψ = 0 (3.1.11)

(iγµ∂µ −m)ψ = 0. (3.1.12)
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Problem 3.1. Hermitian Lagrangian Explain why

(γ0γµ)† = (γµ)†γ0 = γ0γµ. (3.1.13)

Show that the following Lagrangian

L′
ψ =

i

2
ψ̄γµ∂µψ − i

2
∂µψ̄γ

µψ −mψ̄ψ (3.1.14)

is Hermitian and also yields the Dirac equation in eq. (3.1.1).

Problem 3.2. Stress-Energy Tensor Show that the Noether current of spacetime trans-
lation symmetry generated from eq. (3.1.5) is, up to an additive divergence-free term,

T µν = iψ̄γµ∂νψ. (3.1.15)

Next show that the Noether current of spacetime translation symmetry generated from eq.
(3.1.14) is, up to an additive divergence-free term,

T ′µ
ν =

i

2
ψ̄γµ∂νψ − i

2
∂νψ̄γ

µψ. (3.1.16)

In both cases, assume the Dirac equation (i/∂ −m)ψ = 0 is satisfied. Comment on the physical
differences between the two results.

Problem 3.3. Global U1 Symmetry Verify that the Dirac Lagrangian in eq. (3.1.5) is
invariant under the global U1 transformation

ψ → eiϑψ, (3.1.17)

where by global we mean θ does not depend on spacetime. Next, compute that the associated
Noether current and show that is (up to overall constant factors)

Jµ = ψ̄γµψ. (3.1.18)

3.1.1 Invariants and Covariants

Left- and Right-Handed Spinors
Tensors from Spinors in (3+1)D we may identify the following scalar/tensor objects,

built out of fermion bilinears.

ψ̄ψ (Scalar), ψ̄γµψ (Vector), ψ̄γ[µγν]ψ (Rank-2 tensor), (3.1.19)

ψ̄γµγ5ψ (Pseudo-vector), ψ̄γ5ψ (Pseudo-Scalar) (3.1.20)

The ‘pseudo-’ here means, under parity ψ̄γiγ5ψ goes into itself; and ψ̄γ5ψ goes into −ψ̄γ5ψ.
Note that I, γ5, the four {γµ}, the four {γµγ5}, and (42 − 4)/2 = 6 matrices {γ[µγν]} form a
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basis for the 4 × 4 matrices. There is no need to ever consider symmetrized products of the
γ−matrices because they obey the Clifford Algebra

{γµ, γν} = 2ηµνI4×4. (3.1.21)

We also record

γ5 ≡ iγ0γ1γ2γ3, {γ5, γµ} = 0. (3.1.22)

The commonly used Weyl (aka chiral) basis reads

γµ =

[
0 σµ

σ̄µ 0

]
, γ5 =

[
−I 0
0 I

]
(3.1.23)

The {σi} are the Pauli matrices; while σ0 = I2×2. Observe that the left- and right-handed Weyl
spinors can be extracted via (

I− γ5

2

)
ψ =

[
ψL
0

]
, (3.1.24)(

I+ γ5

2

)
ψ =

[
0
ψR

]
. (3.1.25)

Problem 3.4. Left and Right Spinors Express the fermion bilinears in equations (3.1.19)
and (3.1.20) in terms of left- and right-handed spinors. For example, ψ̄ψ = ψ†

LψR + ψ†
RψL.

Below, we use the notation

/p ≡ γµpµ. (3.1.26)

This allows us to recognize, the mass dimension of ψ is 3/2. Moreover, ψ̄ψ itself has mass
dimension 3 and therefore its coefficient is precisely that of mass – i.e., the massive Dirac equation
comes from extremizing

S =

∫
d4xψ̄(i/∂ −m)ψ (3.1.27)

δψ†S = 0 ⇒ (i/∂ −m)ψ = 0. (3.1.28)

If we wish to allow the fermion to be electrically charged, we must write down an interaction
of the form AµJ

µ, where Jµ must be conserved on-shell (i.e., when the EoM is satisfied) and
transforms as a four vector. Indeed, we may identify the electromagnetic current

Jµ = −eψ̄γµψ, (3.1.29)

e = −|e|. (3.1.30)

3Introducing a ‘covariant derivative’

Dµ ≡ ∂µ + ieAµ, (3.1.31)

we may now write the fermionic part of the QED action as

Sψ =

∫
d4xψ̄(i /D −m)ψ, (3.1.32)

δψ†S = 0 ⇒ (i /D −m)ψ = 0. (3.1.33)
3I follow Peskin and Schroeder, where e = −|e| the electric charge is negative.
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3.2 Canonical Quantization and Fermi-Dirac Statistics

Treating ψ as the Heisenberg picture quantum field, we may obtain the mode expansion solution
to the Dirac equation:

ψ(x) =

∫
d3k⃗

(2π)3
√

2Ek⃗

2∑
s=1

(
asku

s
ke

−ik·x + (bsk)
†vske

+ik·x) , kµ ≡
(
Ek⃗, ki

)
. (3.2.1)

Remember there are two sets of solutions, one with positive and the other with negative energy:

usp =

[ √
σ · pζs√
σ̄ · pζs

]
and vsp =

[ √
σ · pζs

−
√
σ̄ · pζs

]
; (3.2.2)

obeying (
/p−m

)
usp = 0, (3.2.3)(

/p+m
)
vsp = 0. (3.2.4)

We may also note

ūrp
(
/p−m

)
= 0 = v̄rp(/p+m). (3.2.5)

The s refers to the spin state – i.e., ‘up’ or ‘down’ – for a fixed inertial frame, it is possible to
choose

(p̂iσ
i)usp = (−)susp, (3.2.6)

(p̂iσ
i)vsp = (−)s+1vsp. (3.2.7)

The conjugate momentum is

Π ≡ ∂Lψ
∂ψ̇

= iψ̄γ0 = iψ†. (3.2.8)

And, the Dirac Hamiltonian is therefore

H = Π · ψ̇ − ψ†γ0iγ0∂0ψ − ψ†γ0
(
iγi∂i −m

)
ψ (3.2.9)

= −ψ†γ0
(
iγi∂i −m

)
ψ (3.2.10)

= iΠγ0
(
iγi∂i −m

)
ψ. (3.2.11)

Problem 3.5. Dirac Equation from Hamilton’s Equations Let {·, ·}PB denote the
Poisson bracket. Show that

ψ̇(t, x⃗) = {ψ(t, x⃗), H(t)}PB (3.2.12)

and Π̇(t, x⃗) = {Π(t, x⃗), H(t)}PB (3.2.13)

are equivalent to the Dirac equation (i/∂ −m)ψ = 0. Hint: See Problem (1.6).
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Canonical Commutation Relations? Let us attempt to quantize the Dirac field to
obey the equal time commutation relations

[ψ(t, x⃗),Π(t, x⃗′)] = iI4×4 · δ(3)(x⃗− x⃗′), (3.2.14)[
ψ(t, x⃗), ψ†(t, x⃗′)

]
= I4×4 · δ(3)(x⃗− x⃗′). (3.2.15)

We have[
ψ(t, x⃗), ψ†(t, x⃗′)

]
=

∫
k⃗,⃗k′

1√
2Ek⃗

√
2E ′

k⃗

∑
s,s′

[
asku

s
ke

−iEkt+ik⃗·x⃗ + (bsk)
†vske

+iEkt−ik⃗·x⃗,

+ (as
′

k′)
†(us

′

k′)
†e+iEk′ t−ik⃗

′·x⃗′ + bs
′

k′(v
s′

k′)
†e−iEk′ t+ik⃗

′·x⃗′
]

(3.2.16)

=

∫
k⃗,⃗k′

1√
2Ek⃗

√
2E ′

k⃗

∑
s,s′

×
{[

ask, (a
s′

k′)
†
]
usk(u

s′

k′)
†e−iEkt+ik⃗·x⃗e+iEk′ t−ik⃗

′·x⃗′ +
[
ask, b

s′

k′

]
usk(v

s′

k′)
†e−iEkt+ik⃗·x⃗e−iEk′ t+ik⃗

′·x⃗′

+
[
(bsk)

†, (as
′

k′)
†
]
vsk(u

s′

k′)
†e+iEkt−ik⃗·x⃗e+iEk′ t−ik⃗

′·x⃗′ +
[
(bsk)

†, bs
′

k′

]
vsk(v

s′

k′)
†e+iEkt−ik⃗·x⃗e−iEk′ t+ik⃗

′·x⃗′
}
.

To ensure we obtain a t−independent result, we see that [a, b] = 0 = [a†, b†]. We then impose[
ask, (a

s′

k′)
†
]
= αk,k′δ

s
s′(2π)

3δ(3) [⃗k − k⃗′], (3.2.17)[
(bsk)

†, bs
′

k′

]
= −β∗

k,k′δ
s
s′(2π)

3δ(3) [⃗k − k⃗′]. (3.2.18)

This yields[
ψ(t, x⃗), ψ†(t, x⃗′)

]
=

∫
k⃗

1

2Ek⃗

∑
s

{
αk,k′u

s
k(u

s
k)

†eik⃗·(x⃗−x⃗
′) − β∗

k,k′v
s
k(v

s
k)

†e−ik⃗·(x⃗−x⃗
′)
}
. (3.2.19)

At this point we may compute∑
s

usp(u
s
p)

† =

[ √
σ · pζs√
σ̄ · pζs

] [
(ζs)†

√
σ · p (ζs)†

√
σ̄ · p

]
(3.2.20)

=

[ √
σ · pζs(ζs)†√σ · p √

σ · pζs(ζs)†
√
σ̄ · p√

σ̄ · pζs(ζs)†√σ · p
√
σ̄ · pζs(ζs)†

√
σ̄ · p

]
. (3.2.21)

Assuming the basis spinors {ζs} are normalized to unit length, they obey the completeness
relation ∑

s

ζs(ζs)† = I2×2. (3.2.22)

This leads us to ∑
s

usp(u
s
p)

† =

[
σ · p m
m σ̄ · p

]
(3.2.23)

=
(
/p+m

)
γ0. (3.2.24)
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Problem 3.6. Show that ∑
s

vsp(v
s
p)

† =
(
/p−m

)
γ0. (3.2.25)

At this point we may gather[
ψ(t, x⃗), ψ†(t, x⃗′)

]
(3.2.26)

=

∫
k⃗

1

2Ek⃗

{
αk=k′(/k +m)γ0eik⃗·(x⃗−x⃗

′) − β∗
k=k′(/k −m)γ0e−ik⃗·(x⃗−x⃗

′)
}

(3.2.27)

=

∫
k⃗

eik⃗·(x⃗−x⃗
′)

2Ek⃗

{
αk(γ

0Ek + γiki +m)γ0 − β∗
−k(γ

0Ek − γiki −m)γ0
}
. (3.2.28)

If we choose

α = (2π)3 = −β (3.2.29)

[
ψ(t, x⃗), ψ†(t, x⃗′)

]
(3.2.30)

=

∫
k⃗

eik⃗·(x⃗−x⃗
′)

2Ek⃗

{
(Ek + (γiki +m)γ0) + (Ek − (γiki +m)γ0)

}
(3.2.31)

= δ(3)[x⃗− x⃗′]. (3.2.32)

Because β = −(2π)3, which means we may re-define bsk ≡ (csk)
† and (bsk)

† ≡ csk. Then[
csk, (c

s′

k′)
†
]
= δss′(2π)

3δ(3)(k⃗ − k⃗′). (3.2.33)

All seems well! But let us now compute the Hamiltonian.

H(t) ≡
∫
R3

H(t, x⃗)d3x⃗ (3.2.34)

= −
∫
R3

ψ̄
(
iγ0∂0 + iγ⃗ · ∇⃗ −m− iγ0∂0

)
ψ = i

∫
R3

ψ†∂0ψd
3x⃗ (3.2.35)

=

∫
x⃗,⃗k,⃗k′

∑
s,s′

1√
2Ek

√
2Ek′

(
(ask)

†(usk)
†e+ik·x + (vsk)

†(csk)
†e−ik·x

)
× Ek′

(
as

′

k′u
s′

k′e
−ik′·x − vs

′

k′c
s′

k′e
ik′·x
)
. (3.2.36)

Let us note that

(usp⃗)
†vr−p⃗ = (ζs)†

√
p · σ

√
p · σ̄ζr + (ζs)†

√
p · σ̄(−)

√
p · σζr (3.2.37)

= (ζs)†ζr (m−m) = 0. (3.2.38)
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Likewise

(vsp⃗)
†ur−p⃗ = (ηs)†

√
p · σ

√
p · σ̄ζr − (ηs)†

√
p · σ̄√p · σζr (3.2.39)

= (m−m)(ηs)†ζr = 0. (3.2.40)

Therefore,

H(t) =
1

2

∫
k⃗

∑
s,s′

(
(ask)

†as
′

k (u
s
k)

†us
′

k − (vsk)
†vs

′

k (c
s
k)

†(cs
′

k )
)
. (3.2.41)

We have

(urp)
†usp = (ζr)†p · σζs + (ζr)†p · σ̄ζs (3.2.42)

= 2Epδ
r
s (3.2.43)

and

(vrp)
†vsp = (ζr)†p · σηs + (ζr)†p · σ̄ηs (3.2.44)

= 2Epδ
r
s . (3.2.45)

We have arrived at

H =

∫
d3k⃗

(2π)3

∑
s

Ek
(
(ask)

†ask − (csk)
†csk
)
. (3.2.46)

The Hamiltonian has no lower bound because of the − sign in front of the term on the right!

Problem 3.7. Verify the following results.

ūrpu
s
p = 2mδrs (3.2.47)

and

v̄rpv
s
p = −2mδrs . (3.2.48)

Anti-Commutation Relations We now solve this unbounded-from-below problem
with the Hamiltonian by imposing instead the anti-commutation relations4

{ψ(t, x⃗),Π(t, x⃗′)} = iδ(3)(x⃗− x⃗′) (3.2.49){
ψ(t, x⃗), ψ(t, x⃗′)†

}
= δ(3)(x⃗− x⃗′). (3.2.50)

(Note: {A,B} ≡ AB +BA = {B,A}.) We will assume ψ and ψ† anti-commutes with itself

{ψ(t, x⃗), ψ(t, x⃗′)} = 0 =
{
ψ(t, x⃗)†, ψ(t, x⃗′)†

}
. (3.2.51)

4Peskin and Schroeder tries to justify these further, by appealing to microcausality arguments.
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As we will soon witness, these amount to imposing anti-commutation relations for the ladder
operators {

ark, (a
s
k′)

†} = δrs(2π)
3δ(3)(k⃗ − k⃗′) =

{
brk, (b

s
k′)

†} (3.2.52)

{ark, ask′} = 0 = {brk, bsk′} . (3.2.53)

Starting from the LHS,{
ψ(t, x⃗), ψ†(t, x⃗′)

}
=

∫
k⃗,⃗k′

∑
s,s′

1√
2Ek

√
2Ek′

{
uska

s
ke

−ik·x + vsk(b
s
k)

†eik·x, (us
′

k′)
†(as

′

k′)
†eik

′·x′ + (vs
′

k′)
†(bs

′

k′)e
−ik′·x′

}
=

∫
k⃗,⃗k′

∑
s,s′

1√
2Ek

√
2Ek′

(
usk(ū

s′

k′)
†e−ik·x+ik

′·x′
{
ask, (a

s′

k′)
†
}
+ vsk(v̄

s′

k′)e
ik·x−ik′·x′

{
bs

′

k′ , (b
s
k)

†
})

γ0

=

∫
k⃗

1

2Ek

(
(/k +m)eik⃗·(x⃗−x⃗

′) + (/k −m)e−ik⃗·(x⃗−x⃗
′)
)
γ0 (3.2.54)

=
1

2

∫
k⃗

1

Ek

(
(γ0Ek + γjkj +m)eik⃗·(x⃗−x⃗

′) + (γ0Ep − γjkj −m)eik⃗·(x⃗−x⃗
′)
)
γ0 (3.2.55)

= δ(3)(x⃗− x⃗′). (3.2.56)

Next, let us compute the Hamiltonian. Everything goes through as before.

H(t) ≡
∫
R3

H(t, x⃗)d3x⃗ (3.2.57)

= −
∫
R3

ψ̄
(
iγ0∂0 + iγ⃗ · ∇⃗ −m− iγ0∂0

)
ψ = i

∫
R3

ψ†∂0ψd
3x⃗ (3.2.58)

=

∫
x⃗,⃗k,⃗k′

∑
s,s′

1√
2Ek

√
2Ek′

(
(ask)

†(usk)
†e+ik·x + (vsk)

†(bsk)e
−ik·x)

× Ek′
(
as

′

k′u
s′

k′e
−ik′·x − vs

′

k′(b
s′

k′)
†eik

′·x
)
. (3.2.59)

Hence,

H =
1

2

∫
k⃗

∑
s,s′

(
(ask)

†as
′

k (u
s
k)

†us
′

k − (vsk)
†vs

′

k (b
s
k)(b

s′

k )
†
)

(3.2.60)

=

∫
d3k⃗

(2π)3

∑
s

Ek
(
(ask)

†ask − (bsk)(b
s
k)

†) . (3.2.61)

But now, we may say (bsk)(b
s
k)

† = {(bsk), (bsk)†} − (bsk)
†(bsk) and

H =

∫
d3k⃗

(2π)3

∑
s

Ek
(
(ask)

†ask + (bsk)
†(bsk)

)
+ constant. (3.2.62)

Problem 3.8. Number Operators If we define

Nψ ≡
∫

d3k⃗

(2π)3
Ñψ(k⃗) ≡

∫
d3k⃗

(2π)3

∑
s

(ask)
†ask (3.2.63)
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and

Nψ̄ ≡
∫

d3k⃗

(2π)3
Ñψ̄(k⃗) ≡

∫
d3k⃗

(2π)3

∑
s

(bsk)
†bsk; (3.2.64)

Show that [
Nψ, (a

r
p)

†] = (arp)
† (3.2.65)[

Nψ, a
r
p

]
= −arp. (3.2.66)

and [
Nψ̄, (b

r
p)

†] = (brp)
† (3.2.67)[

Nψ̄, b
r
p

]
= −brp. (3.2.68)

Finally, if N µ ≡ ψ̄γµψ is viewed as the Noether current due to global U1 symmetry – recall
Problem (3.3) – show that

Ntotal ≡
∫

d3x⃗N 0 =

∫
d3k⃗

(2π)3

(
Ñψ − Ñψ̄

)
. (3.2.69)

Note that these hold because of the anti-commutation relations.

Fermion Number Conservation We may view the number current N µ = ψ̄γµψ as
the conserved Noether current arising from the global symmetry transformation ψ → eiϑψ, for
ϑ real and constant. Thus, Ntotal in eq. (3.2.69) tells us, for every fermion created (destroyed)
there must be an anti-fermion created (destroyed); so that the total number of fermions plus
anti-fermions never changes: ∆Ntotal = 0 ⇔ ∆Nψ = ∆Nψ̄.

Ladder Operators If we define the vacuum to be such that

asp |0⟩ = 0 = bsp |0⟩ , (3.2.70)

then we see that

Nψ(a
s
p)

† |0⟩ =
([
Nψ, (a

s
p)

†]+ (asp)
†Nψ

)
|0⟩ (3.2.71)

= (asp)
† |0⟩ (3.2.72)

and

Nψ̄(b
s
p)

† |0⟩ =
([
Nψ̄, (b

s
p)

†]+ (bsp)
†Nψ̄

)
|0⟩ (3.2.73)

= (bsp)
† |0⟩ . (3.2.74)

In words: Nψ =
∫
k⃗

∑
s(a

s
k)

†ask is the number operator for fermions created by (arp)
† and destroyed

by arp; while Nψ̄ =
∫
k⃗

∑
s(b

s
k)

†bsk is the number operator for anti-fermions created by (brp)
† and

destroyed by brp.
Furthermore, up to an additive constant, we may now write the Hamiltonian as

H =

∫
d3k⃗

(2π)3
Ek

(
Ñψ(k⃗) + Ñψ̄(k⃗)

)
. (3.2.75)
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It is now bounded from below!
Fermi-Dirac Statistics An important consequence of the anti-commutation relations

is that of Fermi-Dirac statistics: no more than one fermion or anti-fermion can occupy the same
state, since

(asp)
†(asp)

† |0⟩ = 1

2

{
(asp)

†, (asp)
†} |0⟩ = 0 (3.2.76)

(bsp)
†(bsp)

† |0⟩ = 1

2

{
(bsp)

†, (bsp)
†} |0⟩ = 0. (3.2.77)

The n particle fermion and n′ particle anti-fermion state is now

|p1, s1; p2, s2; . . . ; pn, sn; p̄1, s̄1; . . . ; p̄n, s̄n⟩

≡

(
n∏
i=1

√
2Epi(a

si
pi
)†

)(
n′∏
i′=1

√
2Ep̄i′ (b

s̄i′
p̄i′
)†

)
|0⟩ ; (3.2.78)

with the implication that it is fully anti-symmetric under the swap of any pair

(ka, σa) ↔ (kb, σb) (3.2.79)

because of the anti-commuting character of the a†s and b†s.

Problem 3.9. Particle Number Apply Ntotal in eq. (3.2.69) to the (n, n′) particle state
in eq. (3.2.78) to verify that

Ntotal |p1, s1; p2, s2; . . . ; pn, sn; p̄1, s̄1; . . . ; p̄n, s̄n⟩
= (n− n′) |p1, s1; p2, s2; . . . ; pn, sn; p̄1, s̄1; . . . ; p̄n, s̄n⟩ . (3.2.80)

3.3 Fermionic Path Integrals

Feynman Green’s Function Because of the anti-commuting character of fermionic fields,
the non-interacting vacuum expectation value of the time ordered products is now〈

0
∣∣Tψ(x)ψ̄(y)∣∣ 0〉 = 〈0 ∣∣ψ(x)ψ̄(y)∣∣ 0〉 when x0 > y0 (3.3.1)

= −
〈
0
∣∣ψ̄(y)ψ(x)∣∣ 0〉 when x0 < y0. (3.3.2)

Problem 3.10. Show that this is equal to the following Feynman Green’s function

〈
0
∣∣Tψ(x)ψ̄(y)∣∣ 0〉 = ∫ d4k

(2π)4
i(/k +m)

k2 −m2 + iϵ
e−ik·(x−y) (3.3.3)

≡ SF (x− y). (3.3.4)
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We may also see that

(i/∂x −m)SF (x− y) =

∫
d4k

(2π)4
i(/k −m)(/k +m)

k2 −m2 + iϵ
e−ik·(x−y) (3.3.5)

= i

∫
d4k

(2π)4
/k/k −m2

k2 −m2 + iϵ
e−ik·(x−y) (3.3.6)

= iδ(4)(x− y). (3.3.7)

Note: /k
2
= (1/2) {γµ, γν} kµkν = k2.

To introduce a path integral for fermions, we first have to introduce Grassmann numbers.
The basic rule is that Grassmann numbers anti-commute: θη = −ηθ, so for instance θ2 = 0.
Also, for complex numbers A and B and Grassmann number α, Berezin defined∫

dα(A+Bα) ≡ B. (3.3.8)

For spinor field ψ(x) we expand as

ψ(x) =
∑
I

θIΨI(x), (3.3.9)

where θI are Grassmann variables while ΨI(x) are the basis (non-Grassmannian) spinor fields.
The corresponding Fermionic path integral that generates all n point functions is

Z0[J̄ , J ] ≡
∫
Dψ̄Dψ exp

[
i
∫
x

(
ψ̄(i/∂ −m)ψ + J̄ψ + ψ̄J

)]∫
Dψ̄Dψ exp

[
i
∫
x
ψ̄(i/∂ −m)ψ

] (3.3.10)

Let us shift

ψ(x) → ψ(x) + i

∫
x′
SF (x− x′)J(x′), (3.3.11)

ψ(x) → ψ(x)− i

∫
x′
J(x′)†SF (x− x′)†γ0. (3.3.12)

Recalling (γµ)†γ0 = γ0γµ,

SF (x− x′)†γ0 = −
∫
k

i(/k +m)†γ0

k2 −m2 − iϵ
eik·(x−x

′) (3.3.13)

= −γ0
∫
k

i(/k +m)

k2 −m2 − iϵ
eik·(x−x

′) ≡ −γ0SF̄ (x− x′). (3.3.14)

Thus

ψ(x) → ψ(x) + i

∫
x′
J(x′)SF̄ (x− x′). (3.3.15)
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The quadratic in ψ portion of the action becomes

S2 →
∫
x

(
ψ(x) + i

∫
x′
J(x′)SF̄ (x− x′)

)
(i/∂x −m)

(
ψ(x) + i

∫
x′′
SF (x− x′′)J(x′′)

)
(3.3.16)

=

∫
x

(
ψ(x) + i

∫
x′
J(x′)SF̄ (x− x′)

)(
(i/∂x −m)ψ(x)− J(x)

)
(3.3.17)

=

∫
x

ψ(x)(i/∂x −m)ψ(x) + i

∫
x

∫
x′
J(x′)(−i∂xµSF̄ (x− x′)γµ −mSF̄ (x− x′))ψ(x) (3.3.18)

−
∫
x

(
ψ(x)J(x) + i

∫
x′
J(x′)SF̄ (x− x′)J(x)

)
. (3.3.19)

We see that

−i∂xµSF̄ (x− x′)γµ −mSF̄ (x− x′) =

∫
k

i

k2 −m2 − iϵ
(/k +m)(/k −m)eik·(x−x

′) (3.3.20)

= iδ(4)[x− x′]; (3.3.21)

and hence

S2 →
∫
x

ψ(x)(i/∂x −m)ψ(x)−
∫
x

(
J(x)ψ(x) + ψ(x)J(x)

)
(3.3.22)

− i

∫
x

∫
x′
J(x′)SF̄ (x− x′)J(x). (3.3.23)

The linear in ψ portion becomes

S1 →
∫
x

(
J(x)ψ(x) + ψ(x)J(x)

)
(3.3.24)

+

∫
x

∫
x′
J(x)iSF (x− x′)J(x′) +

∫
x

∫
x′
J(x′)iSF̄ (x− x′)J(x). (3.3.25)

The full action becomes

S =

∫
x

ψ(x)(i/∂x −m)ψ(x) +

∫
x

∫
x′
J(x)iSF (x− x′)J(x′). (3.3.26)

We gather

Z0[J̄ , J ] = exp

(∫
x

∫
x′
iJ(x)SF (x− x′)iJ(x′)

)
. (3.3.27)

We follow the convention in Peskin and Schroeder; if θ and η are Grassmann variables,

d

dη
θη = − d

dη
ηθ = −θ. (3.3.28)

Consider ∫
Dψ̄Dψ δ

δ(iJB(x2))
exp

[
i
∫
x

(
ψ̄(i/∂ −m)ψ + J̄ψ + ψ̄J

)]∫
Dψ̄Dψ exp

[
i
∫
x
ψ̄(i/∂ −m)ψ

] ∣∣∣∣∣
J̄=J=0

(3.3.29)

=

∫
Dψ̄Dψ(−)ψB(x2) exp

[
i
∫
x

(
ψ̄(i/∂ −m)ψ

)]∫
Dψ̄Dψ exp

[
i
∫
x
ψ̄(i/∂ −m)ψ

] (3.3.30)
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and ∫
Dψ̄Dψ δ

δ(iJ
a
(x1))

δ
δ(iJB(x2))

exp
[
i
∫
x

(
ψ̄(i/∂ −m)ψ + J̄ψ + ψ̄J

)]∫
Dψ̄Dψ exp

[
i
∫
x
ψ̄(i/∂ −m)ψ

] ∣∣∣∣∣
J̄=J=0

(3.3.31)

= −
∫
Dψ̄DψψA(x1)ψB(x2) exp

[
i
∫
x

(
ψ̄(i/∂ −m)ψ

)]∫
Dψ̄Dψ exp

[
i
∫
x
ψ̄(i/∂ −m)ψ

] (3.3.32)

The two point function is

⟨0|Tψ(x1)ψ̄(x2) |0⟩ = − δ

δ(iJ(x1))

δ

δ(iJ(x2))
exp

(∫
x

∫
x′
iJ(x)SF (x− x′)iJ(x′)

)∣∣∣∣
J̄=J=0

=
δ

δ(iJ(x1))

∫
x

iJ(x)SF (x− x2) (3.3.33)

= SF (x1 − x2). (3.3.34)

Wick contractions always occur between ψ and ψ; contractions between ψ and ψ or between ψ
and ψ are zero.

Problem 3.11. Write down the 4− and 6−point fermion correlation function.

Problem 3.12. Consider the theory defined by the Lagrangian density

L ≡ ψ̄(i/∂ −m)ψ − g

M2

(
ψ̄ψ
)2
, (3.3.35)

where M is a mass scale and g is a dimensionless coupling constant. Write down〈
Ω
∣∣Tψ(x)ψ̄(x′)∣∣Ω〉 (3.3.36)

up to one loop order, in terms of the fermion Feynman Green’s function SF ; you do not have to
do the integrals.

3.4 Scattering, Decay of Scalars and/or Fermions: Feynman Rules

Chapter 4.7 of P&S discusses Feynman rules for fermions, including Yukawa theory.
Incoming States The contraction of ψ (which contains a) with an incoming momentum

p/fermion is

ψ |p, s⟩ → usp. (3.4.1)

The contraction of ψ̄ (which contains a†) with an incoming momentum/anti-fermion is

ψ̄ |p, s⟩ → v̄sp. (3.4.2)

The convention is: the fermion flow is going outwards for an incoming anti-fermion.
Outgoing States The contraction of ψ (which contains b†) with an outgoing momentum/anti-

fermion is

⟨p, s|ψ → vsp. (3.4.3)
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The contraction of ψ̄ (which contains a†) with an outgoing momentum/fermion is

⟨p, s| ψ̄ → ūsp. (3.4.4)

The convention is: the fermion flow is going inwards for an outgoing anti-fermion.
Internal Lines Momentum always flows along particle number flow.
Raising and Lowering Operators (The convention is: the fermion flow is going

outwards for an outgoing fermion.) Also, since the order of the creation operators matter, we
shall employ the convention

|p1, s1; p2, s2; . . . ; pn, sn⟩ ≡
√

2Ep1 . . .
√
2Epn(a

s1
p1
)† . . . (asnpn)

† |0⟩ ; (3.4.5)

which in turn implies the convention

⟨p1, s1; p2, s2; . . . ; pn, sn| =
√

2Ep1 . . .
√
2Epn ⟨0| (asnpn)

† . . . (as1p1)
†. (3.4.6)

Example: 4-Fermion Interaction Since Lagrangian densities in 4D must of mass dimen-
sions 4, we have [ψ̄ψ] = 3 and [ψ] = 3/2. Consider now the theory

L = ψ̄1(i/∂ −m1)ψ1 + ψ̄2(i/∂ −m2)ψ2 + LI, (3.4.7)

LI ≡
g

M2
ψ̄1ψ1ψ̄2ψ2. (3.4.8)

The ψ̄iψi (for i = 1, 2) can therefore be viewed as a vertex for outgoing fermion and anti-fermion;
incoming fermion and anti-fermion; incoming fermion and outgoing fermion; or, finally, incoming
anti-fermion and outgoing anti-fermion. In all of these processes, fermion number minus anti-
fermion number is conserved.

At leading order,

ψ1(k, s) + ψ̄1(k
′, s′) → ψ2(p, r) + ψ̄2(p

′, r′) (3.4.9)

has amplitude – modulo the overall momentum-conserving δ−functions –

iM = ⟨p, r; p′, r′|i g
M2

∫
ψ̄1ψ1ψ̄2ψ2|k, s; k′, s′⟩ (3.4.10)

= i
g

M2
(v̄s

′

k′u
s
k)(ū

r
pv
r′

p′). (3.4.11)

Example: Yukawa Theory Now consider a fermion coupled to one scalar.

L = ψ̄(i/∂ −mψ)ψ +
1

2
(∂φ)2 −

m2
φ

2
φ2 + LI, (3.4.12)

LI ≡ gφψ̄ψ. (3.4.13)

Fermion-Antifermion Annihilation to Scalars A pair of fermion-antifermion may an-
nihilate and produce a pair of scalars. At leading order,〈

p1, p2

∣∣∣∣(ig)22

∫
x,y

φxψ̄xψxφyψ̄yψy

∣∣∣∣ pψ, s; pψ̄, s̄〉
c

= −ig2
(
v̄s̄pψ̄

/k +mψ

k2 −m2
ψ + iϵ

uspψ + (p1 ↔ p2)

)
(2π)4δ(4)(p1 + p2 − pψ − pψ̄). (3.4.14)
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where k = pψ − p1 for the first term and k = pψ − p2 for the second.
Fermion-Fermion Scattering Let us now consider scattering 2 fermions into another

2 fermions.〈
p′1, s

′
1; p

′
2, s

′
2

∣∣∣∣(ig)22

∫
x,y

φxψ̄xψxφyψ̄yψy

∣∣∣∣ p1, s1; p2, s2〉
c

= ig2

(ū
s′2
p′2
us2p2)(ū

s′1
p′1
us1p1)

k2 −m2
φ + iϵ

−
(ū

s′1
p′1
us2p2)(ū

s′2
p′2
us1p1)

k2 −m2
φ + iϵ

 (2π)4δ(4) (p′1 + p′2 − p1 − p2) . (3.4.15)

Decay of Scalar If the scalar is more than twice as massive as the fermion, mφ > 2mψ,
it can decay into a fermion-antifermion pair. To leading order, we need to study the transition
amplitude〈

pψ, s; pψ̄, s̄

∣∣∣∣ig ∫
x

φxψ̄xψx

∣∣∣∣ pφ〉
c

= ig(2π)4δ(4)(pφ − pψ − ψψ̄)ū
s
pψ
vs̄pψ̄ ; (3.4.16)

where s is the spin of the fermion and s̄ is that of antifermion. The leading order amplitude is
(up to overall − signs)

M(φ→ ψ + ψ̄) = gūspψv
s̄
pψ̄
. (3.4.17)

3.5 4-Fermi Theory

The 4-Fermi theory is defined by the Lagrangian density

L =
2∑

I=1

{
ψ̄I

(
i/∂ −mI

)
ψI + ν̄Ii/∂νI

}
+

g2

M2

{
(ψ̄1ν1)(ν̄2ψ2) + h.c.

}
. (3.5.1)

This is a toy model for beta decay (or muon decay), whereM is closely related to theW± and Z
boson masses. Muon decay goes as µ− → νµ+W−(virtual) followed by W−(virtual) → ν̄e+ e−;
but the W is heavy enough that, to a good degree of accuracy, its propagator can be replaced
with iηµν/M

2
W . This leads to an effective 4-fermion interaction.

Beta Decay Assuming m1 > m2, compute – to leading order in g2– the decay rate of
the process

ψ1 → ν1 + ψ2 + ν2 (3.5.2)

due to the interaction in eq. (3.5.26). Muon and quark decays are special cases of this process.
Note that, from the properties of {γµ} and γ5,(

ψγµ(c− c′γ5)ν
)†

= νγµ(c− c′γ5)ψ. (3.5.3)

Therefore,

LI =
g2

M2

{
ψ1ν1ν2ψ2 + ν1ψ1ψ2ν2

}
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Let us denote the momentum of ψ1 as kµ = (m1, 0⃗), i.e., in its rest frame; and let its spin be
r. Let the spin-momentum of ψ2, ν2 and ν1 be, respectively, (s′2, p2), (s2, q2) and (s1, q1). To
contract against the ‘incoming’ ψ1(r, k), we need the ψ1 operator. The relevant matrix element
is

ig2

M2

〈
q1, s1; q2, s2; p2, s

′
2

∣∣∣∣∫ ψ̄2ν2ν̄1ψ1

∣∣∣∣ k, r〉 . (3.5.4)

Hence

|M| = g2

M2

∣∣∣us1q1urkus′2p2vs2q2 ∣∣∣ . (3.5.5)

Let us average over the initial spins and sum over the final ones.

1

2

∑
r,s1,s2,s′2

|M|2 = g4

2M4

∑
r,s1,s2,s′2

us1q1u
r
ku

r
ku

s1
q1
us

′
2
p2
vs2q2v

s2
q2
us

′
2
p2

(3.5.6)

=
g4

2M4
Tr
[
/q1(/k +m1)

]
Tr
[
(/p2 +m2)/q2

]
(3.5.7)

=
g4

2M4
16(q1 · k)(p2 · q2) =

8g4

M4
(q1 · k)(p2 · q2). (3.5.8)

Note that q1 · k = m1|q⃗1| ≡ m1q1 and conservation of momentum tells us

(q2 + p2)
2 = m2

2 + 2q2 · p2 = (k − q1)
2 = m2

1 − 2m1q1, (3.5.9)

q2 · p2 =
m2

1 −m2
2

2
−m1q1. (3.5.10)

The decay rate is given by the integral

Γ =
1

2m1

∫
d3p2

(2π)32Ep2

∫
d3q1

(2π)32q1

∫
d3q2

(2π)32q2

1

2

∑
spins

|M|2

× (2π)4δ(m1 − q1 − q2 − Ep2)δ
(3)(q⃗1 + q⃗2 + p⃗2)

=

∫
d3p2

(2π)32Ep2

∫
d3q1

(2π)32q1

∫
d3q2

(2π)32q2
(2π)4δ(m1 − q1 − q2 − Ep2)δ

(3)(q⃗1 + q⃗2 + p⃗2)

× 4g4

M4
q1

(
m2

1 −m2
2

2
−m1q1

)
. (3.5.11)

We have Γ = 4(g/M)4I, where

I ≡ 1

2

∫
d3p2

(2π)32Ep2

∫
d3q1
(2π)3

∫
d3q2

(2π)32q2
(2π)4δ(m1 − q1 − q2 − Ep2)δ

(3)(q⃗1 + q⃗2 + p⃗2)

×
(
m2

1 −m2
2

2
−m1q1

)
=

1

2

∫
d3p2

(2π)32Ep2

∫
d3q1
(2π)3

1

2|q⃗1 + p⃗2|
(2π)δ(m1 − q1 − q2 − Ep2)

(
m2

1 −m2
2

2
−m1q1

)
(3.5.12)
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=
1

2

∫ ∞

0

dp2p
2
2

(2π)22Ep2

∫ +1

−1

dχ

∫
d3q1
(2π)3

1

2
√
q21 + p22 − 2q1p2χ

× (2π)δ

(
m1 − q1 − Ep2 −

√
q21 + p22 − 2q1p2χ

)(
m2

1 −m2
2

2
−m1q1

)
(3.5.13)

Put

q2[χ] ≡
√
q21 + p22 − 2q1p2χ, (3.5.14)

dq2 = −q1p2
q2

dχ. (3.5.15)

I =
1

4

∫ ∞

0

dp2p
2
2

(2π)22Ep2

∫
d3q1
(2π)3

∫ q1+p2

|q1−p2|

dq2
q1p2

× (2π)δ (m1 − q1 − q2 − Ep2)

(
m2

1 −m2
2

2
−m1q1

)
(3.5.16)

=
π

2

∫ ∞

0

dp2p
2
2

(2π)Ep2

∫ ∞

0

dq1q
2
1

(2π)3
1

q1p2

(
m2

1 −m2
2

2
−m1q1

)
×Θ(q1 + p2 − (m1 − q1 − Ep2))Θ (m1 − q1 − Ep2 − |q1 − p2|) (3.5.17)

=
1

4

∫ ∞

0

dp2p2
Ep2

∫ ∞

0

dq1q1
(2π)3

(
m2

1 −m2
2

2
−m1q1

)
×Θ(2q1 + p2 −m1 + Ep2)Θ (m1 − q1 − Ep2 − |q1 − p2|) (3.5.18)

In the limit where m1 ≫ m2, let us put m2 = 0 as a leading order approximation.

I =
1

4

∫ ∞

0

dp2

∫ ∞

0

dq1q1
(2π)3

(
m2

1

2
−m1q1

)
×Θ(2q1 + 2p2 −m1)Θ (m1 − q1 − p2 − |q1 − p2|) (3.5.19)

The first step function says q1 + p2 ≥ m1/2. For the second step function, we have

m1 − q1 − p2 − |q1 − p2| = m1 − 2q1 if q1 > p2 (3.5.20)

= m1 − 2p2 if q1 < p2. (3.5.21)

The step function Θ(m1−q1−p2−|q1−p2|) together with q1, p2 ≥ 0 therefore defines the square
on the first quadrant of side m1/2 with its lower left vertex at the origin. Since q1 + p2 ≥ m1/2,
we must therefore integrate over the triangle defined by the vertices (m1/2,m1/2), (0,m1/2) and
(m1/2, 0).

Put k± ≡ q1 ± p2; so that k+ ≥ 0 and −k+ ≤ k− ≤ k+. Then dk+ ∧ dk− = 2dq1 ∧ dp2.

I =
1

8

∫
q1,p2≥0

dk+dk−
(2π)3

k+ + k−
2

(
m2

1

2
−m1

k+ + k−
2

)
×Θ

(
k+ − m1

2

)
Θ(m1 − k+ − |k−|) (3.5.22)
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=
1

8

∫ m1/2

0

∫ +k+

−k+

dk+dk−
(2π)3

k+ + k−
2

(
m2

1

2
−m1

k+ + k−
2

)
=

m5
1

6144π3
. (3.5.23)

Drawing a plot will show you the relevant regions of integration are

I =
1

4

(∫ m1/2

0

dk−
(2π)3

∫ m1−k−

m1/2

dk+
2

+

∫ 0

−m1/2

dk−
(2π)3

∫ m1+k−

m1/2

dk+
2

)

× k+ − k−
2

(
m2

1

2
−m1

k+ − k−
2

)
≈ m5

1

6144π3

(
1 +O

(
(m2/m1)

2
))

(3.5.24)

We have arrived at, for m1 ≫ m2 ≈ 0, the decay rate

Γ =
g4

M4

m5
1

1536π3
. (3.5.25)

Problem 3.13. Lepton/Quark Decays Consider the following Lagrangian density de-
scribing 2 massive and 2 massless fermions (ψ1,2 and ν1,2 respectively); and their 4-fermion
interaction:

L =
2∑

I=1

{
ψI

(
i/∂ −mI

)
ψI + νIi/∂νI

}
+

g2

M2
ψ1γ

µ
(
c1 − c2γ

5
)
ν1ν2γµ

(
c3 − c4γ

5
)
ψ2 + h.c., c1,2,3,4 ∈ R. (3.5.26)

Assuming m1 > m2, compute – to leading order in g2– the decay rate of the process

ψ1 → ν1 + ψ2 + ν2 (3.5.27)

due to the interaction in eq. (3.5.26). Muon and quark decays are special cases of this process.

Problem 3.14. Lepton/Quark Polarized Scattering Using the model in Problem
(3.13), analyze the polarization dependence of the annihilation

ψ1 + ψ̄2 → ν1 + ν̄2. (3.5.28)

Employ whatever approximation you deem necessary (for e.g., non-relativistic or ultra-relativistic
ψ1,2’s) but be sure to apply it consistently.

3.6 Additional Problems

Problem 3.15. Massive Dirac field Use the Noether method to derive – up to an additive
identically-divergence-free current – the energy-momentum-shear-stress tensor of the Dirac field.
Assume its Lagrangian is

L = − i

2
(∂µψ̄)γ

µψ +
i

2
ψ̄γµ∂µψ −mψ̄ψ. (3.6.1)
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Bonus: Also work out the angular momentum Noether tensor Mµαβ by considering an infinites-
imal Lorentz transformation.

Problem 3.16. Gaussian Integrals Compute the integrals involving real variables xi and
symmetric matrix Aij:

⟨xi1xi2⟩ ≡
∫
R
exp

(
ixiAijx

j
)
xi1xi2dDx⃗, (3.6.2)

⟨xi1xi2xi3⟩ ≡
∫
R
exp

(
ixiAijx

j
)
xi1xi2xi3dDx⃗, (3.6.3)

⟨xi1xi2xi3xi4⟩ ≡
∫
R
exp

(
ixiAijx

j
)
xi1xi2xi3xi4dDx⃗. (3.6.4)

Explain how to obtain the general even-point function ⟨xi1 . . . xi2n⟩ and odd-point function
⟨xi1 . . . xi2n+1⟩.

Problem 3.17. Grassmannian Integrals Compute the integrals involving complex Grass-
mann variables θi and Hermitian matrix Hij:

⟨θi1θi2⟩ ≡
∫
R
exp

(
iθiHijθ

j
)
θi1θi2dDθ⃗dDθ⃗∗, (3.6.5)

⟨θi1θi2θi3θi4⟩ ≡
∫
R
exp

(
iθiHijθ

j
)
θi1θi2θi3θi4dDθ⃗dDθ⃗∗. (3.6.6)

Also evaluate the integrals involving only θ or only its complex conjugate θ ≡ θ∗, namely
⟨θi1 . . . θiN ⟩ and ⟨θi1 . . . θiN ⟩. Can you explain how to get the general function ⟨θi1θj1 . . . θinθjn⟩?
This and the above real variable case is the discrete analog of QFT and its Wick’s theorem.

Problem 3.18. Fractional Fermion Number on Scalar Kinks in (1+1)D In this
problem we will explore, in (1+1)D with Cartesian coordinates xµ ≡ (t, x), how the number
operator of a fermion ψ can acquire a fractional eigenvalue in the presence of a background
static ‘kink’ solution to the scalar field ϕ. We start with the total Lagrangian

L ≡ Lϕ + Lψ, (3.6.7)

Lϕ ≡
1

2
∂µϕ∂

µϕ− λ

4

(
ϕ2 − η2

)2
, (3.6.8)

Lψ ≡ ψ
(
i/∂ − gϕ

)
ψ. (3.6.9)

Note that the Dirac spinor is a 2−component object in (1 + 1)D. Explain why the following
choice is a valid one for the γµ matrices. Denoting the Pauli matrices by {σi|i = 1, 2, 3}, define

γ0 ≡ σ3 and γ1 ≡ iσ1. (3.6.10)

Scalar Solutions First focus on the scalar sector. Verify that the following are static
solutions. You may be able to actually derive them; try plotting the potential.

ϕV = ±η (3.6.11)

ϕK = ±η tanh
(
η
√
λ/2 · x

)
. (3.6.12)
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Fermion Solutions Next, solve the Dirac equation(
i/∂ − gϕV

)
ψ = 0. (3.6.13)

And, derive the zero energy solutions to(
i/∂ − gϕK

)
ψ = 0. (3.6.14)

Fractional Fermion Number Quantize the Dirac fermion in eq. (3.6.14) and explain why
the existence of zero energy solutions on a kink background ϕK leads to half-integer eigenvalues
for the fermion number operator.
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4 Classical Electromagnetism

4.1 Minkowski: d−dimensions

In this section we will discuss in some detail Minkowski spacetime electromagnetism to illustrate
both its Lorentz and gauge symmetries. It will also provide us the opportunity to introduce the
action principle, which is key formulating both classical and quantum field theories.

Maxwell & Lorentz We begin with Maxwell’s equations in the following Lorentz
covariant form, written in Cartesian coordinates {xµ} so that gµν = ηµν :

∂µF
µν = Jν , ∂[µFαβ] = 0, Fµν = −Fνµ. (4.1.1)

(When we quantize the theory, Fµν ≡ ∂µAν−∂νAµ; but for now we may view Fµν as independent
fields.) The Jµ ≡ ρvµ is the electromagnetic current. Assuming Jµ is timelike, vµ is its d−proper
velocity with v2 ≡ vµvµ = 1; and ρ ≡ Jµvµ is the electric charge in the (local) rest frame where
vµ = δµ0 . Defined this way, ρ is a Lorentz scalar and Jµ is a Lorentz vector since vµ is a Lorentz
vector. It is then reasonable to suppose Fµν is a rank−2 Lorentz tensor. Specifically, let two
inertial frames {xµ} and {x′µ} be related via the Lorentz transformation

xµ = Λµαx
′α, ΛµαΛ

ν
βηµν = ηαβ. (4.1.2)

The same rules would apply to any vector vµ; specifically,

vµ(xα = Λαβx
′β) = Λµνv

ν′(x′), (4.1.3)

vµ
′
(x′) = (Λ−1)µνv

ν(xα = Λαβx
′β). (4.1.4)

(Note: vµ(x) is the µ-th component of the vector in the {xα} frame; while vµ
′
(x′) is the µ-th

component of the vector in the {x′α} frame.) Then the Faraday tensor transforms as

Fα′β′(x′) = Fµν (x(x
′) = Λ · x′) ΛµαΛνβ (4.1.5)

Its derivatives are also Lorentz covariant, for keeping in mind eq. (4.1.2),

∂λ′Fα′β′ (x′) =
∂xσ

∂x′λ
∂σFµν (x(x

′) = Λ · x′) ΛµαΛνβ (4.1.6)

= Λσλ∂σFµν (x(x
′)) ΛµαΛ

ν
β. (4.1.7)

This immediately tells us ∂µF
µν = ηµα∂µFαβη

βν in eq. (4.1.1) is a Lorentz vector.

(3+1)D Lorentz Force Law & F µν vs (E⃗, B⃗) The electromagnetic force on a point
charge q of mass m must take a Lorentz covariant form mdzµ/dτ 2 = fµ, where zµ(τ) is its
worldline trajectory and τ is the associated proper time. The force fµ itself must be built out
of F µν and the proper velocity, if we are to recover the E⃗ + v⃗ × B⃗ in the non-relativistic limit.
A good guess would be to assert

m
d2zµ

dτ 2
= qF µ

νv
ν . (4.1.8)
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Taking the non-relativistic limit, and focusing only on the spatial components,

m
d2zµ

dt
= q

(
F i

0 + F i
j

dzi

dt

)
; (4.1.9)

allowing us to identify the electric field as

Ei = F i0 (4.1.10)

and the magnetic field as

ϵijkBk = −F ij ⇔ Bk =
1

2
ϵijkF ij, ϵ123 ≡ 1. (4.1.11)

Notice: we are able to convert the rank 2 object F ij into a spatial vector Bk and vice versa,
because the Levi-Civita symbol has 3 indices in 3D space. In spatial dimension D, the magnetic
field would be associated with the (D2−D)/2 = D(D−1)/2 number of independent components
of F ij. For e.g., in 2D space, the magnetic field is a pseudo-scalar B = (1/2)ϵijF ij; in 4D space,
we have 4 · 3/2 = 6 components for the magnetic field.

Problem 4.1. 4D Maxwell’s Equations in term of (E⃗, B⃗) Let us check that eq. (4.1.1)
does in fact reproduce Maxwell’s equations in terms of electric Ei and magnetic Bi fields in 4D.
Given a Lorentzian inertial frame, define

F i0 ≡ Ei and F ij ≡ ϵijkBk; (4.1.12)

with ϵ123 ≡ −1. Show that the ∂µF
µν = Jν from eq. (4.1.1) translates to

∇⃗ · E⃗ = J0 and ∇⃗ × B⃗ − ∂tE⃗ = J⃗ . (4.1.13)

(The over-arrow refers to the spatial components; for instance B⃗ = (B1, B2, B3).) The ∂[αFµν] =
0 from eq. (4.1.1) translates to

∂tB⃗ + ∇⃗ × E⃗ = 0 and ∇⃗ · B⃗ = 0. (4.1.14)

Hint: Note that (∇⃗ × A⃗)i = −ϵijk∂jAk, for any Cartesian vector A⃗. Also, when you compute
∂[iFjk], you simply need to set {i, j, k} to be any distinct permutation of {1, 2, 3}. (Why?)

Next, verify the Lorentz invariant relations, with ϵ0123 ≡ −1:

FµνF
µν = −2

(
E⃗2 − B⃗2

)
, E⃗2 ≡ EiEi, B⃗2 ≡ BiBi, (4.1.15)

ϵµναβFµνFαβ = 4∂µ
(
ϵµναβAν∂αAβ

)
= 8E⃗ · B⃗. (4.1.16)

How does FµνF
µν transform under time reversal, t ≡ x0 → −t? How does it transform under

parity flips, xi → −xi (for a fixed i)? Answer the same questions for F̃ µνFµν , where the dual of
Fµν is

F̃ µν ≡ 1

2
ϵ̃µναβFαβ. (4.1.17)

d ̸= 4 Can you comment what the analog of the magnetic field ought to be in spacetime
dimensions different from 4 – is it still a ‘vector’? – and what is the lowest dimension that the
magnetic field still exists? How many components does the electric field have in 1+1 dimensions?
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Problem 4.2. 4D Lorentz boosts of electric and magnetic fields Consider a Lorentz
boost along the 1−direction, where

xµ = Λµνx
′ν , (4.1.18)

and

Λµν =


1√

1−v2 − v√
1−v2 0 0

− v√
1−v2

1√
1−v2 0 0

0 0 1 0
0 0 0 1

 , 0 ≤ |v| < 1. (4.1.19)

Write down the relationship between the electric E⃗(x) = (E1, E2, E3) and magnetic B⃗(x) =

(B1, B2, B3) fields in the {xµ} frame and the E⃗ ′(x′) = (E1′ , E2′ , E3′) and magnetic B⃗′(x′) =
(B1′ , B2′ , B3′) in the {x′µ} frame. Hint: Use the Lorentz transformation rules for F µν ; and
assume Ei ≡ F i0 and F ij ≡ ϵijkBk (with ϵ123 ≡ −1) holds in all inertial frames.

Current conservation Taking the divergence of ∂µF
µν = Jν yields the conservation

of the electric current as a consistency condition. For, by the antisymmetry Fµν = −Fνµ,
∂ν∂µF

µν = (1/2)∂ν∂µF
µν − (1/2)∂µ∂νF

νµ = 0.

∂µJ
µ = 0. (4.1.20)

Problem 4.3. Total charge is constant in all inertial frames Even though we defined
ρ in the Jµ = ρvµ as the charge density in the local rest frame of the electric current itself, we
may also define the charge density J 0̂ ≡ uµJ

µ in the rest frame of an arbitrary family of inertial
time-like observers whose worldlines’ tangent vector is uµ∂µ = ∂τ . (In other words, in their
frame, the spacetime metric is ds2 = (dτ)2 − dx⃗ · dx⃗.) Show that total charge is independent of
the Lorentz frame by demonstrating that

Q ≡
∫
RD

dDΣµJ
µ, dDΣµ ≡ dDx⃗uµ, D ≡ d− 1, (4.1.21)

is a constant.

Vector Potential & Gauge Symmetry The other Maxwell equation (cf eq. (4.1.1))
leads us to introduce a vector potential Aµ. For ∂[µFαβ] = 0 ⇔ dF = 0 tells us, by the Poincaré
lemma, that

F = dA ⇔ Fµν = ∂[µAν] = ∂µAν − ∂νAµ. (4.1.22)

Notice the dynamics in eq. (4.1.1) is not altered if we add to Aµ any object Lµ that obeys
dL = 0, because that does not alter the Faraday tensor: F = d(A + L) = F + dL = F . Now,
dL = 0 means, again by the Poincaré lemma, that Lµ = ∂µL, where L on the right hand side is a
scalar. Gauge symmetry, in the context of electromagnetism, is the statement that the following
replacement involving the gauge potential

Aµ(x) → Aµ(x) + ∂µL(x) (4.1.23)
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leaves the dynamics encoded in Maxwell’s equations (4.1.1) unchanged.
The use of the gauge potential Aµ makes the dF = 0 portion of the dynamics in eq. (4.1.1)

redundant; and what remains is the vector equation

∂µF
µν = ∂µ (∂

µAν − ∂νAµ) = Jν . (4.1.24)

The symmetry under the gauge transformation of eq. (4.1.23) means that solutions to eq.
(4.1.24) cannot be unique – in particular, since Aµ and Aµ + ∂µL are simultaneously solutions,
there really is an infinity of solutions parametrized by the arbitrary function L. In this same
vein, by going to Fourier space, namely

Aµ(x) ≡
∫
Rd

ddk

(2π)d
Ãµ(k)e

−ikµxµ and Jµ(x) ≡
∫
Rd

ddk

(2π)d
J̃µ(k)e

−ikµxµ , (4.1.25)

we may see that the differential operator in eq. (4.1.24) cannot be inverted because it has a zero
eigenvalue. Firstly, the Fourier version of eq. (4.1.24) reads

−KµνÃµ = J̃ν , (4.1.26)

Kµν ≡ kσk
σηµν − kνkµ. (4.1.27)

If K−1 exists, the solution in Fourier space would be (schematically) Ã = −K−1J̃ . However,
since Kµν = Kνµ is a real symmetric matrix, it must be diagonalizable via an orthogonal
transformation, with detKµν equal to the product of its eigenvalues. That detKµν = 0 and
therefore K−1 does not exist can now be seen by observing that kµ is in fact its null eigenvector:

Kµνkµ = (kσk
σ)kν − kνkµkµ = 0. (4.1.28)

Problem 4.4. Can you explain why eq. (4.1.28) amounts to the statement that Fµν is invariant
under the gauge transformation of eq. (4.1.23)? Hint: Consider eq. (4.1.23) in Fourier space.

Lorenz gauge To make Kµν invertible, one fixes a gauge. A common choice is the
Lorenz gauge; in Fourier spacetime:

kµÃµ = 0. (4.1.29)

In ‘position’/real spacetime, this reads instead

∂µAµ = 0 (Lorenz gauge). (4.1.30)

With the constraint in eq. (4.1.29), Maxwell’s equations in eq. (4.1.26) becomes

−
(
kσk

σÃν − kν(kµÃµ)
)
= −kσkσÃν = J̃ν . (4.1.31)

Now, Maxwell’s equations have become invertible:

Ãµ(k) =
J̃µ(k)

−k2
, k2 ≡ kσk

σ, (Lorenz gauge). (4.1.32)

In position/real spacetime, eq. (4.1.31) is equivalent to

∂2Aν(x) = Jν(x) ∂2 ≡ ηµν∂µ∂ν . (4.1.33)
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Problem 4.5. Lorentz covariance Suppose Λαµ is a Lorentz transformation; let two
inertial frames {xµ} and {x′µ} be related via

xµ = Λµαx
′α + aµ, (4.1.34)

where aµ is a constant vector. Suppose we solved the Lorenz gauge Maxwell’s equations in the
{xµ} frame, namely

∂Aµ(x)

∂xµ
= 0, ηµν

∂

∂xµ
∂

∂xν
Aα(x) = Jα(x). (4.1.35)

Explain how to solve Aα′(x′), the solution in the {x′µ} frame.

Problem 4.6. Poincaré transformations in Fourier spacetime Given a 1−form Aµ(x)
in Minkowski spacetime – not necessarily the vector potential – let us define its Fourier transform
as

Aµ(x) =

∫
Rd−1,1

ddk

(2π)d
Ãµ(k)e

−ik·x, k · x ≡ kσx
σ. (4.1.36)

Show that, under a Poincaré transformation,

xµ = Λµνx
′ν + aµ, (4.1.37)

the Fourier coefficient in the {x′} frame

Aµ′(x
′) =

∫
Rd−1,1

ddk′

(2π)d
Ãµ′(k

′)e−ik
′·x′ , k′ · x′ ≡ k′σx

′σ, (4.1.38)

is related to the one in the {x} frame (cf. (4.1.36)) through

Ãµ′(k
′) = Ãα(k)e

−ik·aΛαµ

∣∣∣
kα=k′µ(Λ

−1)µα
. (4.1.39)

Because the equation obeyed by the Lorenz gauge vector potential, namely eq. (4.1.33), is
Lorentz covariant – its Fourier coefficients must transform according to eq. (4.1.39).

5In the Lorenz gauge, we have d Minkowski scalar wave equations, one for each Cartesian
component. We may express its position spacetime solution by inverting the Fourier transform
in eq. (4.1.32):

Aµ(x) =

∫
Rd−1,1

ddx′G+
d (x− x′)Jµ′(x

′), (4.1.40)

G+
d (x− x′) ≡

∫
Rd

ddk

(2π)d
e−ik·(x−x

′)

−k2
. (4.1.41)

5Eq. (4.1.33) is valid in any dimension d ≥ 3. In 2D, the dF = 0 portion of Maxwell’s equations is trivial –
i.e., any F would satisfy it – because there cannot be three distinct indices in ∂[µFαβ] = 0.
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Because Aµ is not gauge-invariant, its physical interpretation can be ambiguous. Classically it
is the electromagnetic fields Fµν that exert forces on charges/currents, so we need its solution.
In fact, we may take the curl of eq. (4.1.33) to see that

∂2Fµν = ∂[µJν]; (4.1.42)

this means, using the same Green’s function in eq. (4.1.41):

Fµν(x) =

∫
Rd−1,1

ddx′G+
d (x− x′)∂[µ′Jν′](x

′). (4.1.43)

We may verify that equations (4.1.40) and (4.1.41) solve eq. (4.1.33) readily:

∂2xG
+
d (x− x′) =

∫
Rd

ddk

(2π)d
∂σ∂

σe−ik·(x−x
′)

−k2

=

∫
Rd

ddk

(2π)d
∂σ(−ikρδσρ e−ik·(x−x

′))

−k2

=

∫
Rd

ddk

(2π)d
∂σ(−ikσe−ik·(x−x

′))

−k2

=

∫
Rd

ddk

(2π)d
(−ikσ)(−ikσ)e−ik·(x−x

′)

−k2

=

∫
Rd

ddk

(2π)d
e−ik·(x−x

′) = δ(d)(x− x′); (4.1.44)

with a similar calculation showing ∂2x′G
+
d (x− x′) = δ(d)(x− x′). To sum,

∂2xG
+
d (x− x′) = ∂2x′G

+
d (x− x′) = δ(d)(x− x′); (4.1.45)

Moreover, comparing each Cartesian component of the wave equation in eq. (4.1.33) with the
one obeyed by the Green’s function in eq. (4.1.45), we may identify the source J of the Green’s
function itself to be a unit strength spacetime point source at some fixed location x′. It is often
useful to think of x as the spacetime location of some observer; so x0 − x′0 ≡ t − t′ is the time
elapsed while |x⃗− x⃗′| is the observer-source spatial distance. Altogether, we may now view the
solution in eq. (4.1.40) as the sum of the field generated by all spacetime point sources, weighted
by the physical electric current Jµ(x

′).
We now may verify directly that eq. (4.1.40) is indeed a solution to eq. (4.1.33).

∂2xAµ(x) = ∂2x

(∫
Rd−1,1

ddx′G+
d (x− x′)Jµ′(x

′)

)
=

∫
Rd−1,1

ddx′δ(d)(x− x′)Jµ′(x
′)

= Jµ(x). (4.1.46)

Lorenz gauge: Existence That we have managed to solve Maxwell’s equations using the
Lorenz gauge, likely convinces the practical physicist that the Lorenz gauge itself surely exists.
However, it is certainly possible to provide a general argument. For suppose ∂µAµ were not
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zero, then all one has to show is that we may perform a gauge transformation (cf. (4.1.23)) that
would render the new gauge potential A′

µ ≡ Aµ − ∂µL satisfy

∂µA′
µ = ∂µAµ − ∂2L = 0. (4.1.47)

But all that means is, we have to solve ∂2L = ∂µAµ; and since the Green’s function 1/∂2 exists,
we have proved the assertion.

Lorenz gauge and current conservation You may have noticed, by taking the divergence
of both sides of eq. (4.1.33),

∂2 (∂σAσ) = ∂σJσ. (4.1.48)

This teaches us the consistency of the Lorenz gauge is intimately tied to the conservation of
the electric current ∂σJσ = 0. Another way to see this, is to take the time derivative of the
divergence of the vector potential, followed by subtracting and adding the spatial Laplacian of
A0 so that ∂2A0 = J0 may be employed:

∂σȦσ = Ä0 + ∂iȦi = ∂0∂0A0 + ∂i∂iA0 + ∂i∂0Ai − ∂i∂iA0

= ∂2A0 − ∂i (∂iA0 − ∂0Ai)

∂0 (∂
σAσ) = J0 − ∂iFi0. (4.1.49)

Notice the right hand side of the last line is zero if the ν = 0 component of ∂µF
µν = Jν is

obeyed – and if the latter is obeyed the ‘left-hand-side’ of Lorenz gauge condition ∂µA
µ is a time

independent quantity.

4.2 Gauge Invariant Variables for Electromagnetic Vector Potential

Although the vector potential Aµ itself is not a gauge invariant object, we will now exploit the
spatial translation symmetry of Minkowski spacetime to seek a gauge-invariant set of partial
differential equations involving a “scalar-vector” decomposition of Aµ. There are at least two
reasons for doing so.

� We will witness how, for a given inertial frame, the only portion of the vector potential
Aµ that obeys a wave equation is its gauge-invariant “transverse” spatial portion. (Even
though every component of Aµ in the Lorenz gauge (cf. eq. (4.1.33)) obeys the wave
equation, remember such a statement is not gauge-invariant.) We shall also identify a
gauge-invariant scalar potential sourced by charge density.

� This will be a warm-up to an analogous analysis for gravitation linearized about a Minkowski
“background” spacetime.

Scalar-Vector Decomposition The scalar-vector decomposition is the statement that the
spatial components of the vector potential may be expressed as a gradient of a scalar α plus a
transverse vector αi:

Ai = ∂iα + αi, (4.2.1)
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where by “transverse” we mean

∂iαi = 0. (4.2.2)

To demonstrate the generality of eq. (4.2.1) we shall first write Ai in Fourier space

Ai(t, x⃗) =

∫
RD

dDk⃗

(2π)D
Ãi(t, k⃗)e

ik⃗·x⃗; (4.2.3)

where k⃗ · x⃗ ≡ δijk
ixj = −kjxj. Every spatial derivative ∂j acting on Ai(t, x⃗) becomes in Fourier

space a −ikj, since

∂jAi =

∫
RD

dDk⃗

(2π)D
∂j
(
iδabk

axb
)
Ãi(t, k⃗)e

ik⃗·x⃗

=

∫
RD

dDk⃗

(2π)D
(
iδabk

aδbj
)
Ãi(t, k⃗)e

ik⃗·x⃗

=

∫
RD

dDk⃗

(2π)D
ikjÃi(t, k⃗)e

ik⃗·x⃗

=

∫
RD

dDk⃗

(2π)D
(−ikj)Ãi(t, k⃗)eik⃗·x⃗. (4.2.4)

As such, the transverse property of αi(t, x⃗) would in Fourier space become

−ikiα̃i(t, k⃗) = 0. (4.2.5)

At this point we simply write down

Ãi(t, k⃗) =

(
δij −

kikj

k⃗2

)
Ãj(t, k⃗) +

kikj

k⃗2
Ãj(t, k⃗). (4.2.6)

This is mere tautology, of course. However, we may now check that the first term on the left
hand side of eq. (4.2.6) is transverse:

−iki
(
δij −

kikj

k⃗2

)
Ãj(t, k⃗) = −i

(
kj −

k⃗2kj

k⃗2

)
Ãj(t, k⃗) = 0. (4.2.7)

The second term on the right hand side of eq. (4.2.6) is a gradient because it is

−iki
(
ikj

k⃗2
Ãj

)
. (4.2.8)

To sum, we have identified the α and αi terms of eq. (4.2.1) as

α(t, x⃗) =

∫
RD

dDk⃗

(2π)D
ikj

k⃗2
Ãj(t, k⃗)e

ik⃗·x⃗; (4.2.9)
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and the transverse portion as

αi(t, x⃗) =

∫
RD

dDk⃗

(2π)D
Pij(k⃗)Ãj(t, k⃗)e

ik⃗·x⃗,

Pij(k⃗) ≡ δij −
kikj

k⃗2
. (4.2.10)

Notice it is really the projector Pij that is “transverse”; i.e.

kiPij(k⃗) = 0. (4.2.11)

Let us also note that this scalar-vector decomposition is unique, in that – if we have the Fourier-
space equation

−ikiα̃ + α̃i = −ikiβ̃ + β̃i, (4.2.12)

where kiα̃i = kiβ̃i = 0, then

α̃ = β̃ and α̃i = β̃i. (4.2.13)

For, we may first “dot” both sides of eq. (4.2.12) with k⃗ and see that – for k⃗ ̸= 0⃗,

k⃗2α̃ = k⃗2β̃ ⇔ α̃ = β̃. (4.2.14)

Plugging this result back into eq. (4.2.12), we also conclude α̃i = β̃i.
Now, this scalar-vector decomposition is really just a mathematical fact, and may even be

performed in a curved space – as long as the latter is infinite – since it depends on the existence
of the Fourier transform and not on the metric structure. (A finite space would call for a discrete
Fourier-like series of sorts.) However, to determine its usefulness, we would need to insert it into
the partial differential equations obeyed by Ai, where the metric structure does matter. As
we now turn to examine, because of the spatial translation symmetry of Minkowski spacetime,
Maxwell’s equations themselves admit a scalar-vector decomposition. This, in turn, would lead
to PDEs for the gauge-invariant portions of Aµ.

Problem 4.7. Gauge transformations We first define

Φ ≡ A0 − α̇, (4.2.15)

AT
i ≡ αi. (4.2.16)

By first doing a scalar-vector decomposition of the gauge transformation rules Aµ → Aµ + ∂µΛ,
show that Φ and AT

i are gauge-invariant. (Recall the uniqueness discussion above.) Proceed to
show that

F0i = α̇i − ∂iΦ (4.2.17)

Fij = ∂[iαj]. (4.2.18)
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Electric current We also need to perform a scalar-vector decomposition of the electric
current

Jµ ≡ (ρE, ∂iJ + Ji) . (4.2.19)

Show that its conservation, namely ∂µJµ, leads to

ρ̇E = ∇⃗2J . (4.2.20)

Notice the transverse portion of the current does not appear in the conservation law.

Maxwell’s Equations At this point, we are ready to write down Maxwell’s equations
∂µFµν = Jν . From eq. (4.2.17), the ν = 0 component is

−∂iFi0 = ∂i(α̇i − ∂iΦ) = −∇⃗2Φ = ρE. (4.2.21)

The ν = i component of ∂µFµν = Jν , according to eq. (4.2.17) and (4.2.18),

∂0F0i − ∂jFji = ∂iJ + Ji (4.2.22)

α̈i − ∂iΦ̇− ∂j (∂jαi − ∂iαj) = ∂iJ + Ji (4.2.23)

∂2αi − ∂iΦ̇ = Ji + ∂iJ . (4.2.24)

As already advertised, we see that the spatial components of Maxwell’s equations does ad-
mit a scalar-vector decomposition. By the uniqueness argument above, we may read off the
“transverse-vector” portion to be

∂2αi = Ji. (4.2.25)

and the “scalar” portion to be

−Φ̇ = J . (4.2.26)

We have gotten 3 (groups of) equations – (4.2.21), (4.2.25), (4.2.26) – for 2 sets of variables
(Φ, αi). Let us argue that eq. (4.2.26) is actually redundant. Taking into account eq. (4.2.20),
we may take a time derivative of both sides of eq. (4.2.21),

−∇⃗2Φ̇ = ρ̇E = ∇⃗2J . (4.2.27)

For the physically realistic case of isolated electric currents, where we may assume implies both
Φ̇ → 0 and J → 0 as the observer-Ji distance goes to infinity, the solution to this above Poisson
equation is then unique. This hands us eq. (4.2.26).

Gauge-Invariant Formalism To sum: for physically realistic situations
in Minkowski spacetime, if we perform a scalar-vector decomposition of the photon
vector potential Aµ through eq. (4.2.1) and that of the current Jµ through eq.
(4.2.19), we find a gauge-invariant Poisson equation

−∇⃗2Φ = ρE (4.2.28)
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for the scalar potential Φ sourced by the electric charge density ρE; as well as a
gauge-invariant wave equation

∂2αi = Ji; (4.2.29)

for the transverse photon αi sourced by the transverse portion of the electric current
Ji. The gauge-invariant scalar Φ and photon AT

i ≡ αi are defined in equations
(4.2.15) and (4.2.16).

These illuminate the theoretical structure of electromagnetism.6

Vacuum solution & Spin/Helicity-1 As we now turn to study, the vacuum solutions
to the transverse-vector portion of Aµ may be identified with massless spin-1 photons in (3+1)-
dimensions. By vacuum we mean the absence of any electric current, namely Jµ = 0. For a
given inertial frame, eq. (4.2.28) tells us Φ = 0 (assuming Φ → 0 at spatial infinity); and eq.
(4.2.29) translates to the vacuum wave equation

∂2αi = 0. (4.2.30)

In Fourier space we may immediately write down

αi(t, x⃗) =

∫
R3

d3k⃗

(2π)d−1

(
δij −

kikj

k⃗2

){
ϵj(k⃗)e

−ik·x + c.c.
}
, (4.2.31)

e−ik·x = e−i|⃗k|t+ik⃗·x⃗. (4.2.32)

Here, the ϵj is an arbitrary k⃗−dependent (d − 1)-component object and ‘c.c.’ is the complex
conjugate of the preceding term.

Let us examine a single k⃗−mode and suppose ki points in the positive 3−axis, so that

kµ = k(1, 0, 0,−1) and kµ = k(1, 0, 0, 1). (4.2.33)

This means the plane wave itself becomes

exp(−ikµxµ) = exp(−ik(t− x3)); (4.2.34)

i.e., it indeed describes propagation in the positive 3−direction. The polarization vector may
then be decomposed as follows:

ϵj = κ · ϵ∥j + a+ϵ
+
j + a−ϵ

−
j; (4.2.35)

where the κ and a’s are (scalar) complex amplitudes; while the basis vectors ϵ± are

ϵ
∥
j ≡ (0, 0, 1)T , (4.2.36)

ϵ±µ ≡ 1√
2
(0,∓1, i, 0)T . (4.2.37)

6(1+1)D remark: The one constraint ∂iαi = 0 obeyed by the spin-1 photon αi means it has really D−1 = d−2

independent components, since in Fourier space kiα̃i = 0 implies (for k⃗ ̸= 0) the {α̃i} are linearly dependent. In
particular, in (1 + 1)D k1α̃1 = 0 and as long as k1 ̸= 0, the spin-1 photon itself is trivial: α̃1 = 0.
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Problem 4.8. Show that for kµ = k(1, 0, 0,−1) and referring to eq. (4.2.35),(
δij −

kikj

k⃗2

)
ϵj = a+ϵ

+
i + a−ϵ

−
i. (4.2.38)

That is, in a given inertial frame, the projector in eq. (4.2.31) selects only the 2D space of

polarization vectors perpendicular to k⃗.

Now, under the following rotation on the (1, 2)-plane orthogonal to k⃗, namely

R̂(θ)ij=̇

 cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0
0 0 1

 , (4.2.39)

the spatial polarizations in eq. (4.2.37) transform as

R̂(θ)ijϵ
±
j =

(
e−iθJ

)
ij
ϵ±j = e±iθϵ±j. (4.2.40)

These ϵ± are the spin-1 modes because they are eigenvectors of the (Hermitian) generator of
rotations on the 2D (x1, x2) plane.

Problem 4.9. Verify eq. (4.2.40).

(3+1)D Spin-1 Waves To sum, given an inertial frame, the electromagnetic
vector potential Aµ in vacuum is given by the following superposition of spin-1 waves:

αj(t, x⃗) = Re

∫
R3

d3k⃗

(2π)3

(
a+ϵ

+
j(k⃗) + a−ϵ

−
j(k⃗)

)
e−ik·x, (4.2.41)

where ϵ±µ are spatial polarization tensors orthogonal to the ki; and, under a rotation
by an angle θ around the plane perpendicular to ki transforms as ϵ± → exp(±iθ)ϵ±.

Problem 4.10. Circularly polarized light from 4D spin-1 Consider a single spin-1
vacuum plane wave (cf. (4.2.37)) propagating along the 3−axis, with kµ = k(1, 0, 0,−1):

α±
j (t, x, y, z) ≡ Re

{
a±ϵ

±
je

−ik(t−z)} , a± ∈ R. (4.2.42)

Compute the electric field ±E
i = F i0 and show that these plane waves give rise to circularly

polarized light, i.e., for either a fixed time t or spatial location z – the electric field direction
rotates in a circular fashion:

±E
i = −ka±√

2

(
± sin(k(t− z))x̂i + cos(k(t− z))ŷi

)
, (4.2.43)

where x̂ and ŷ are the unit vectors in the 1− and 2−directions:

x̂i=̇(1, 0, 0) and ŷi=̇(0, 1, 0). (4.2.44)
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4.3 4 dimensions

4D Maxwell We now focus on the physically most relevant case of (3 + 1)D. In 4D,
the wave operator ∂2 has the following inverse – i.e., retarded Green’s function – that obeys
causality:

G+
4 (x− x′) ≡ δ(t− t′ − |x⃗− x⃗′|)

4π|x⃗− x⃗′|
, xµ = (t, x⃗), x′µ = (t′, x⃗′), (4.3.1)

∂2xG
+
4 (x− x′) = ∂2x′G

+
4 (x− x′) = δ(4)(x− x′), (4.3.2)

∂2x ≡ ηµν
∂

∂xµ
∂

∂xν
∂2x′ ≡ ηµν

∂

∂x′µ
∂

∂x′ν
. (4.3.3)

To see that G+
4 obeys causality, that it respects the principle that cause precedes effect, one

merely needs to focus on the δ-function in eq. (4.3.1). It is non-zero only when the time elapsed
t− t′ is precisely equal to the observer-source distance |x⃗− x⃗′|. That is, if the source is located at
a spatial distance R = |x⃗−x⃗′| away from the observer, and if the source emitted an instantaneous
flash at time t′, then the observer would see a signal at time R later (i.e., at t = t′ + R). In
other words, the retarded Green’s function propagates signals on the forward light cone of the
source.7

Problem 4.11. Analogy: Driven Simple Harmonic Oscillator Suppose we only
Fourier-transformed the spatial coordinates in the Lorenz gauge Maxwell eq. (4.1.33). Show
that this leads to

¨̃
Aµ(t, k⃗) + k2Ãµ(t, k⃗) = J̃µ(t, k⃗), k ≡ |⃗k|. (4.3.4)

8Compare this to the simple harmonic oscillator (in flat space), with Cartesian coordinate vector

q⃗(t), mass m, spring constant σ, and driven by an external force f⃗ :

m¨⃗q + σq⃗ = f⃗ , (4.3.5)

where each over-dot corresponds to a time derivative. Identify k2 and J̃ in eq. (4.3.4) with the
appropriate quantities in eq. (4.3.5). Even though the Lorenz gauge Maxwell equations are fully
relativistic, notice the analogy with the non-relativistic driven harmonic oscillator! In particular,
when the electric current is not present (i.e., Jµ = 0), the ‘mixed-space’ equations of (4.3.4) are
in fact a collection of free simple harmonic oscillators.

Now, how does one solve eq. (4.3.5)? Explain why the inverse of (d/dt)2 + k2 is

GSHO(t− t′, k) = −
∫
R

dω

2π

e−iω(t−t
′)

ω2 − k2
. (4.3.6)

That is, verify that this equation satisfies(
d2

dt2
+ k2

)
GSHO(t− t′, k) =

(
d2

dt′2
+ k2

)
GSHO(t− t′, k) = δ(t− t′). (4.3.7)

7The advanced Green’s function G−
4 (x − x′) = δ(t − t′ + |x⃗ − x⃗′|)/(4π|x⃗ − x⃗′|) also solves eq. (4.1.45), but

propagates signals on the past light cone: t = t′ −R.
8This equation actually holds in all dimensions d ≥ 3.
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If one tries to integrate ω over the real line in eq. (4.3.6), one runs into trouble – explain the
issue. In other words, eq. (4.3.6) is actually ambiguous as it stands.

Now evaluate the Green’s function G+
SHO in eq. (4.3.6) using the contour running just slightly

above the real line, i.e., ω ∈ (−∞+ i0+,+∞+ i0+). You should find

G+
SHO(t− t′, k) = Θ(t− t′)

sin (k(t− t′))

k
. (4.3.8)

Here, Θ is the step function

Θ(x) = 1, if x > 0, (4.3.9)

= 0, if x < 0. (4.3.10)

Hence, the mixed-space Maxwell’s equations have the solution

Ãµ(t, k⃗) =

∫ t

−∞
dt′G+

SHO(t− t′, k)J̃µ(t
′, k⃗). (4.3.11)

By performing an inverse-Fourier transform, namely

Aµ(x) =

∫
R3,1

d4x′G+
4 (x− x′)Jµ′(x

′), (4.3.12)

arrive at the expression in eq. (4.3.1)

Doppler Shift For each Lorenz-gauge plane wave in an inertial frame {xµ = (t, x⃗)},

ϵ±µ(k) exp(−ik · x) = ϵ±µ(k) exp(−ikjxj) exp(−iωt), ω ≡ |⃗k|, (4.3.13)

we may read off its frequency ω as the coefficient of the time coordinate t. Quantum mechanics
tells us ω is also the energy of the associated photon. Suppose a different Lorentz inertial frame
{x′} is related to the previous through the Lorentz transformation Λαµ: x

α = Λαµx
′µ. Because

the phase in the plane wave solution of eq. (4.3.13) is a scalar, in the {x′} Lorentz frame

−ikαxα = −ikαΛαµx′µ = −i(kαΛα0)t′ − i(kαΛ
α
i)x

′i. (4.3.14)

The frequency ω′ and hence the photon’s energy in this {x′} frame is therefore

ω′ = kαΛ
α
0 = ω

(
Λ0

0 + k̂iΛ
i
0

)
(4.3.15)

k̂i ≡ ki/|⃗k| = ki/ω. (4.3.16)

There is a slightly different way to express this redshift result that would help us generalize
the analysis to curved spacetime, at least in the high frequency ‘JWKB’ limit. To extract the
frequency directly from the phase S ≡ k ·x, we may take its time derivative using the unit norm
vector u ≡ ∂t = ∂0 that we may associate with the worldlines of observers at rest in the {x}
frame:

uµ∂µS = ∂0(kαx
α) = ω. (4.3.17)

The observers at rest in the {x′} frame have u′ ≡ ∂t′ = ∂0′ as their timelike unit norm tangent
vector. (Note: xα = Λαµx

′µ ⇔ ∂µ′ = Λαµ∂α.) The energy of the photon is then

u′α∂α′S = ∂t′S = Λα0∂α(k · x)

= Λα0kα = ω
(
Λ0

0 + k̂iΛ
i
0

)
. (4.3.18)
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Problem 4.12. Consider a single photon with wave vector kµ = ω(1, n̂i) (where n̂in̂jδ
ij = 1)

in some inertial frame {xµ}. Let a family of inertial observers be moving with constant velocity
vµ ≡ (1, vi) with respect to the frame {xµ}. What is the photon’s frequency ω′ in their frame?
Compute the redshift formula for ω′/ω. Comment on the redshift result when vi is (anti)parallel
to n̂i and when vi is perpendicular to n̂i.

4.4 Symmetry and Conservation Laws for Free Photons

Free Photons We turn to the free photon, satisfying the free Maxwell equation

∂µF
µν = 0 with Fµν ≡ ∂[µAν], (4.4.1)

0 = ∂[αFβγ]; (4.4.2)

which in turn arises from the Lagrangian

L = −1

4
FµνF

µν . (4.4.3)

Here, there is a subtlety. While Fµν is a Lorentz rank−2 tensor; the transformation properties
of Aµ depends on the choice of gauge. If a non-covariant gauge is chosen, there is no reason to
claim Aµ is a rank−1 Lorentz tensor. To this end, for technical convenience, we shall choose the
Lorentz covariant Lorenz gauge

∂µAµ = 0. (4.4.4)

Translations Under spacetime translations, the vector potential then transforms as follows.

Aµ(x) → Aµ(x+ a) = Aµ(x) + aν∂νAµ(x) (4.4.5)

∂µAν(x) → ∂µAν(x+ a) = ∂µAν(x) + aσ∂σ∂µAν(x). (4.4.6)

The Lagrangian density transforms as

L(x) → L(x) + aσ∂σL(x) (4.4.7)

→ L+ ∂µ(a
σδµσL). (4.4.8)

Whereas, if we had expanded it via its fields,

L → L+
∂L

∂∂λAτ
aσ∂σ∂λAτ (x) (4.4.9)

= L+ ∂λ

(
∂L

∂∂λAτ
aσ∂σAτ (x)

)
− ∂λ

(
∂L

∂∂λAτ

)
aσ∂σAτ (x). (4.4.10)

The Noether current evaluated on the EoM ∂λ(∂L/∂(∂λAτ )) = 0 is

Jµν =
∂L

∂∂µAτ
∂νAτ (x)− δµνL (4.4.11)

= −F µτ∂νAτ +
1

4
δµνFλτF

λτ . (4.4.12)
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Notice this is not symmetric nor gauge-invariant!9 Let’s backtrack a little.

aσ∂σL = δL =
∂L

∂(∂λAτ )
aσ∂σ∂λAτ (4.4.13)

= −aσF λτ∂σ∂λAτ = −1

2
aσF λτ∂σFλτ . (4.4.14)

Let us use the Bianchi identity ∂[σFλτ ] = 0 to deduce

∂σFλτ = ∂λFστ + ∂τFλσ = −∂[λFτ ]σ. (4.4.15)

Inserting this back into the first order variation of the Lagrangian,

aσ∂µ(δ
µ
σL) =

1

2
aσF λτ∂[λFτ ]σ (4.4.16)

= aσF λτ∂λFτσ = −aσF λτ∂λFστ (4.4.17)

= −aν∂µ (F µσFνσ) . (4.4.18)

Our gauge invariant and symmetric Noether current is therefore

Jµν = −F µσF ν
σ +

1

4
ηµνF σρFσρ ≡ T µν (4.4.19)

0 = ∂µJ
µν . (4.4.20)

Lorentz transformations We now turn to the Noether current of Lorentz transformations.
For fixed (α, β), we have

∂µ′Aν′(x
′) =

∂xσ

∂x′µ
∂xρ

∂x′ν
∂σAρ(x = Λx′) (4.4.21)

= ∂µAν(x→ x′) + iω
(
Ĵαβ
)σ

µ
∂σAν(x→ x′) + iω

(
Ĵαβ
)σ

ν
∂µAσ(x→ x′)

− iω
(
Ĵαβ
)σ

ρ
x′ρ∂σ′∂µAν(x→ x′). (4.4.22)

The Lagrangian, being a Lorentz scalar, transforms as

L(x = Λx′) = L(x→ x′)− iω
(
Ĵαβ
)σ

ρ
x′ρ∂σ′L(x→ x′). (4.4.23)

This means, under x→ Λx, we have

x[β∂α]L =
∂L

∂(∂µAν)

(
δ[αµ ∂

β]Aν + δ[αν ∂µA
β] + x[β∂α]∂µAν

)
(4.4.24)

= −F µν
(
δ[αµ ∂

β]Aν + δ[αν ∂µA
β] + x[β∂α]∂µAν

)
. (4.4.25)

9Several sources, including the An Introduction to Quantum Field Theory textbook by Peskin and Schroeder
and the Classical Field Theory book by Davison Soper, stops here. The latter goes on to assert the electromagnetic
Noether current generated by spacetime translations is not gauge-invariant nor symmetric because of ‘internal
spin’. It is true that the Noether current is not unique; a ∂σK

µσν may always be added to Jµν , while still
maintaining ∂µJ

µν = 0, if K is anti-symmetric in the first two indices: Kµσν = −Kσµν . However, we will
soon witness, if the index anti-symmetries and Bianchi identities are proprerly employed, a symmetric and gauge
invariant free Maxwell stress tensor may be obtained.
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Using the explicit expression F µν = ∂[µAν], and via a direct calculation, we may verify the first
two terms on the last line vanish.

∂µ
(
x[βηα]µL

)
= −F µνx[β∂α]∂µAν = −1

2
F µνx[β∂α]Fµν (4.4.26)

=
1

2
F µνx[β∂[µF

α]
ν] = −F µνx[β∂µF

α]
ν . (4.4.27)

Bianchi was employed in the second line. Recalling the free photon EoM,

∂µ
(
x[βηα]µL

)
= −∂µ

(
F µνx[βF

α]
ν

)
+ F µνδ[βµ F

α]
ν (4.4.28)

= ∂µ

(
−x[βFα]

νF
µν
)
+ F

[β
µF

α]
νη

µν . (4.4.29)

The second term on the final line is zero, because we are anti-symmetrizing the indices of a
symmetric tensor. Comparison with the stress tensor of the free electromagnetic field, we obtain
the angular momentum Noether tensor

Mµαβ = x[αT β]µ = x[α
(
−F β]σF µ

σ +
1

4
ηβ]µFσρF

σρ

)
(4.4.30)

0 = ∂µM
µαβ. (4.4.31)
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5 Quantum Field Theory of Photons

5.1 Path Integral for Photons

The action for pure photons is

Sγ ≡ −1

4

∫
ddxFµνF

µν , (5.1.1)

Fµν ≡ ∂µAν − ∂νAµ. (5.1.2)

In Fourier spacetime,

Sγ = −1

4

∫
ddk

(2π)d

(
kµÃν(k)− kνÃµ(k)

)(
kµÃν(−k)− kνÃµ(−k)

)
(5.1.3)

= −1

2

∫
ddk

(2π)d
Ãµ(k)

(
k2ηµν − kµkν

)
Ãν(−k). (5.1.4)

Viewed as a linear operator,

Mµ
ν ≡ k2δµν − kµkν , (5.1.5)

notice kµ is its null eigenvector

Mµ
νk

ν = 0. (5.1.6)

Fadeev-Popov Gauge-Fixing Procedure This in turn means Mµ
ν is not invertible. It

also means the portion of Ã(k) parallel to kµ does not show up in the exponential exp[iSγ].
These two issues are related for performing the path integral of photons. Consider the following∫

DΛdet

[
δ(∂2Λ)

δΛ

]
δ [∂µ (A

µ − ∂µΛ)− α] =

∫
D
(
∂2Λ

)
δ [∂µ (A

µ − ∂µΛ)− α] (5.1.7)

=

∫
DΓδ [∂µA

µ − α− Γ] =

∫
DΓ′δ [Γ′] = I. (5.1.8)

That means we may insert this into the path integral for photons without altering the result.(∏
σ

∫
DAσ

)
eiSγ =

(∏
σ

∫
DAσ

)∫
DΛdet

[
∂2
]
δ [∂µ (A

µ − ∂µΛ)− α] eiSγ (5.1.9)

Under gauge transformations Aσ → Aσ − ∂σF , for arbitrary function F , both the measure DAσ
and the action Sγ remains invariant. Moreover, the insertion of unity is also gauge invariant:∫

DΛdet
[
∂2
]
δ [∂µ (A

µ − ∂µΛ)− α] → det
[
∂2
] ∫

DΛδ [∂µ (A
µ − ∂µ(Λ + F ))− α] (5.1.10)

= det
[
∂2
] ∫

DΛ′δ [∂µ (A
µ − ∂µΛ′)− α] . (5.1.11)
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At this point, we have a fully gauge-invariant path integral. To ‘fix a gauge’ we massage the
integral further by introducing an integral over α involving a Gaussian:∫

Dαe−
i
2ξ

∫
ddxα2

(∏
σ

∫
DAσ

)∫
DΛdet

[
∂2
]
δ [∂µ (A

µ − ∂µΛ)− α] eiSγ . (5.1.12)

If we performed the α−integral last, it would merely introduce an overall constant and therefore
does not alter the content of the theory itself. But if we now shift A → A + ∂Λ followed by
performing the α integral:∫

Dαe−
i
2ξ

∫
ddxα2

(∏
σ

∫
DAσ

)∫
DΛdet

[
∂2
]
δ [∂µ (A

µ − ∂µΛ)− α] eiSγ (5.1.13)

=

(∏
σ

∫
DA′

σ

)∫
Dαe−

i
2ξ

∫
ddxα2

∫
DΛdet

[
∂2
]
δ [∂µA

′µ − α] eiSγ [A
′] (5.1.14)

=

(∫
DΛ

)
det
[
∂2
](∏

σ

∫
DA′

σ

)
exp

[
iSγ[A

′]− i

2ξ

∫
ddx(∂µA

′µ)2
]
. (5.1.15)

The Λ integral is now wildly divergent. We may attribute it to the fact that the original
A−integral had divergences arising from integrating over the components parallel to kµ; i.e.,
heuristically,

∫
DΛ ∼

∫ ∏
DA∥. To corroborate this interpretation, let us examine the remaining

A−dependent integrand, and witness that the resulting analog to Mµ
ν is now invertible.

Sγ − (2ξ)−1

∫
ddx (∂A)2 = −1

2

∫
ddk

(2π)d
Ãµ(k)

(
k2ηµν −

(
1− 1

ξ

)
kµkν

)
Ãµ(−k) (5.1.16)

≡ −1

2

∫
ddk

(2π)d
Ãµ(k)M

′µνÃµ(−k).

Let us now proceed to introduce Schwinger’s trick; but with the additional constraint that
∂µJ

µ = 0 so that AµJ
µ is gauge invariant. To generate the n−point photon function, we define

ZJ ≡
(∏

σ

∫
DAσ

)
exp

[
iSγ − i(2ξ)−1

∫
(∂A)2 + i

∫
x
Jµ(x)A

µ(x)
](∏

σ

∫
DAσ

)
exp

[
iSγ − i(2ξ)−1

∫
(∂A)2

] . (5.1.17)

so that nth term in the Taylor series is

in

n!

∫
ddx1 . . . d

dxnJ
α1(x1) . . . J

αn(xn) ⟨0 |T{Aα1(x1) . . . Aαn(xn)}| 0⟩ . (5.1.18)

Shifting the field by

Ãν → Ãν + iG̃νλ(k)J̃
λ(k), (5.1.19)

the measure remains un-changed while the action now reads

Sγ − (2ξ)−1

∫
ddx (∂A)2 +

∫
JµAµ (5.1.20)
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= −1

2

∫
ddk

(2π)d

(
Ãµ(k) + iG̃µλ(k)J̃

λ(k)
)
Mµν

(
Ãν(−k) + iG̃νρ(−k)J̃ρ(−k)

)
(5.1.21)

+
1

2

∫
k

(
J̃µ(−k)Ãµ(k) + J̃µ(−k)iG̃µλ(k)J̃

λ(k) + J̃µ(k)Ãµ(−k) + J̃µ(k)iG̃µλ(−k)J̃λ(−k)
)

= −1

2

∫
ddk

(2π)d

(
Ãµ(k)M

µνÃν(−k) + iG̃µλ(k)J̃
λ(k)MµνiG̃νρ(−k)J̃ρ(−k)

−
(
J̃µ(−k)iG̃µλ(k)J̃

λ(k) + J̃µ(k)iG̃µλ(−k)J̃λ(−k)
)

− Ãµ(k)
(
δµρ −MµνiG̃νρ(−k)

)
J̃ρ(−k)−

(
J̃µ(k)δνµ − iG̃µλ(k)J̃

λ(k)Mµν
)
Ãν(−k)

)
.

Problem 5.1. Define G̃µν to be the solution to the equation

M ′µνG̃νλ = −iδµλ, (5.1.22)

where M ′µν can be found in eq. (5.1.16). Verify that

G̃νλ(k) = − i

k2

(
ηνλ + (ξ − 1)

kνkλ
k2

)
. (5.1.23)

Note that it is symmetric G̃νλ(k) = G̃λν(k) and invariant under k ↔ −k.

At this point, we have

iSγ − i(2ξ)−1

∫
ddx (∂A)2 + i

∫
JµAµ (5.1.24)

= − i

2

∫
ddk

(2π)d
Ãµ(k)M

µνÃν(−k) +
1

2

∫
ddk

(2π)d
iJ̃λ(k)G̃νρ(k)iJ̃

ρ(−k). (5.1.25)

The generating function is now

ZJ = exp

[
1

2

∫
ddk

(2π)d
iJ̃λ(k)G̃νρ(k)iJ̃

ρ(−k)
]

(5.1.26)

= exp

[
1

2

∫
ddx

∫
ddx′ iJλ(x)Gνρ(x− x′)iJρ(x′)

]
. (5.1.27)

In particular,

i2

2!

∫
ddxddx′Jα(x)Jβ(x

′)
〈
0
∣∣TAα(x)Aβ(x′)∣∣ 0〉 = i2

2!

∫
ddxddx′Jα(x)Jβ(x

′)Gαβ
F (x− x′),

Gαβ
F (x− x′) =

∫
k

−iηαβ

k2 + iϵ
e−ik·(x−x

′). (5.1.28)

Problem 5.2. Gauge-Fixing for General Relativity (GR) The Einstein-Hilbert action
for General Relativity is given by

SEH ≡ −2M2
pl

∫
ddx
√

|g|R+ surface term, (5.1.29)
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whereMpl ≡ (32πGN)
−1/2, R is the Ricci scalar built out of the metric gµν and

√
|g| is the square

root of the absolute value of its determinant. Despite what you may read in popular-science
media, it is entirely possible to quantize GR – at least at low energies / long distances. The
problem with quantum GR only occurs at very short distances, of order 1/Mpl (in 4D), where
humanity still does not have the resources to probe properly.

When perturbed about flat spacetime,

gµν = ηµν +
hµν

M
(d/2)−1
pl

, (5.1.30)

you would discover – bonus points if you are able to derive it! – that the quadratic-in-h terms
of the action read

iSEH = iS2 +O
(
h3
)
, (5.1.31)

S2 ≡
∫

ddk

(2π)d

(
k2

2

(
h̃ρσ(h̃

ρσ)∗ − h̃σσ(h̃
ρ
ρ)

∗
)

+
1

2
kαkβh̃αβ(h̃

ρ
ρ)

∗ +
1

2
kαkβ(h̃αβ)

∗h̃ρρ − kαkβh̃ασ(h̃
σ
β )∗

)
(5.1.32)

≡
∫

ddk

(2π)d
h̃αβ(k)M

αβµν(k)h̃µν(k)
∗. (5.1.33)

� Argue that Mµναβ is not invertible; hence, the need to ‘gauge-fix’. Hint: For fixed µ =
0, 1, 2, 3,

V αβ
(µ) ≡ kαδβµ + kβδαµ ; (5.1.34)

verify

Mαβ
σρV

σρ
(µ) = 0. (5.1.35)

� Argue why the path integral generating functional for GR may be massaged to take the
following form:

Numerator ≡

(
d−1∏
κ=0

∫
DCκei

∫
ddxCτCτ

)
d−1∏
σ=0

∫
DΛσ det

[
δ(∂µΠ

µα)

δΛβ

]
δ
[
∂µ
(
h̄µσ − Πνσ

)
− Cσ

]
×
∏
ρ,γ

∫
Dhργ exp

[
iS2 +O(h3)

]
. (5.1.36)

where all indices are now moved with the flat metric ηµν and we have defined

Πµσ ≡ ∂µΛσ + ∂σΛµ − ησµ∂νΛν (5.1.37)

h̄µν ≡ hµν − (1/2)ηµνh
ρ
ρ. (5.1.38)
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� Introduce Schwinger’s ‘source’ into the ‘Numerator’ to generate the n−point graviton
function, after carrying out the integrals over the auxiliary variables. You should now
obtain

YJ ≡

(
d−1∏
σ=0

∫
DΛσ det

[
δ(∂µΠ

µα)

δΛβ

])∏
ρ,γ

∫
Dhργ (5.1.39)

× exp

[
iS2 + i

∫
ddxηαβ∂µh̄

µα∂ν h̄
νβ +O(h3) + i

∫
ddxhαβ(x)J

αβ(x)

]
.

� Finally, complete-the-square to arrive at

ZJ ≡ YJ
YJ=0

= exp

[
1

2

∫
ddk

(2π)d
iJ̃αβ(k)(G̃F)

αβµν(k)iJ̃µν(k)
∗ + . . .

]
(5.1.40)

(G̃F)αβµν(k) ≡
i

k2

(
ηµαηνβ + ηµβηνα −

2

d− 2
ηµνηαβ

)
. (5.1.41)

Here, the . . . indicates the higher order terms arising from the nonlinearities in GR.

5.2 Canonical Quantization: Gauge Invariant Approach

We have seen that the gauge potential enjoys a gauge freedom; i.e., under the replacement

Aµ(x) → Aµ(x) + ∂µΛ(x), (5.2.1)

the field strength

Fµν ≡ ∂[µAν] → Fµν (5.2.2)

remains invariant – and, hence, so does the Lagrangian density

L ≡ −1

4
FµνF

µν → L. (5.2.3)

In this section, we shall seek a gauge-invariant approach – an approach independent of the
choice of the Λ above – to quantize the free photon. The key observation is that it is possible
to decompose the gauge potential in such a manner that we can identify its gauge-invariant
constituents.

Scalar-Vector Decomposition The primary technical insight is that any spatial vector
(or 1−form) may be decomposed in Fourier space into components parallel and perpendicular

to its wave vector k⃗. For instance,

Ai(t, x⃗) =

∫
d3k⃗

(2π)3

(
P̃ij(k⃗) +

kikj

k⃗2

)
Ãj(t, k⃗)e

ik⃗·x⃗, (5.2.4)

P̃ij ≡ δij −
kikj

k⃗2
; (5.2.5)
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where P̃ij may be regarded as the flat space metric perpendicular to k̂i ≡ ki/|⃗k|, because P̃ijkj =
0. Moreover, every −ikj = +ikj may be identified as a spatial derivative ∂i. Therefore, we have

Ai = AT
i + ∂iα; (5.2.6)

where the former is the transverse component

AT
i (t, x⃗) ≡

∫
d3k⃗

(2π)3
P̃ij(k⃗)Ãj(t, k⃗)e

ik⃗·x⃗, (5.2.7)

and the latter the longitudinal component

A
∥
i ≡

∫
d3k⃗

(2π)3
kikj

k⃗2
Ãj(t, k⃗)e

ik⃗·x⃗ ≡ ∂iα. (5.2.8)

Problem 5.3. Explain why ∂iA
T
i = 0; i.e., ‘transverse’ in momentum space corresponds to

divergence-free in position space.

Problem 5.4. Show that

P̃ijP̃jk = P̃ik. (5.2.9)

This property justifies the nomenclature that P̃ is a projector.

Let us now show that this decomposition into transverse and longitudinal components is
unique for non-zero wavelength modes (i.e., for all k⃗ ̸= 0⃗). That is, if we were given

−ikiα̃ + P̃ijÃj = −ikiβ̃ + P̃ijB̃j; (5.2.10)

then

α̃ = β̃ (5.2.11)

and therefore P̃ijÃj = P̃ijB̃j. To see this, simply dot both sides with iki, and divide throughout

by k2 since we have assumed k ̸= 0. In fact, we may also act both sides with P̃ and arrive at
the same uniqueness conclusion.

2 d.o.f.s for transverse vector That the 3−component AT
i is subject to one constraint

∂iA
T
i = 0 strongly suggests it has only two independent components.
Gauge-Transformation in Fourier Space In Fourier space, the gauge transformation

goes as

Ã0(t, k⃗) → Ã0(t, k⃗) + ∂tΛ̃(t, k⃗), (5.2.12)

Ãi(t, k⃗) → Ãi(t, k⃗)− ikiΛ̃(t, k⃗); (5.2.13)

But as discussed, the spatial components may be decomposed as

−ikiα̃ + ÃT
i → −iki(α̃ + Λ̃) + ÃT

i . (5.2.14)
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Since this decomposition is unique, we may associate gauge transformations on the spatial com-
ponents solely to the longitudinal ones – at least for k⃗ ̸= 0⃗:

AT
i → AT

i and α → α + Λ. (5.2.15)

Additionally, let us observe that

Φ ≡ A0 − α̇ → A0 + Λ̇− (α̇ + Λ̇) (5.2.16)

is also a gauge-invariant combination formed from Aµ.

Problem 5.5. Electromagnetic Fields Since Fµν is gauge-invariant, it should be possible
to express it in terms of (Φ, AT

i ). Show that

F0i = ∂tA
T
i − ∂iΦ, (5.2.17)

Fij = ∂[iA
T
j]; (5.2.18)

and therefore the Lagrangian density is

L =
1

2

(
∂tA

T
j ∂tA

T
j − ∂iA

T
j ∂iA

T
j + ∂iΦ∂iΦ

)
. (5.2.19)

Notice only AT
i has time derivatives acting on it.

The (Heisenberg) equations of motion are

∂2AT
i = 0 = ∇⃗2Φ. (5.2.20)

Since we are dealing with free photons – i.e., where the electric current is zero – we have Φ = 0
and

AT
i (t, x⃗) =

∫
R3

d3k⃗

(2π)3
√
2k

∑
A={1,2}

(
aA
k⃗
ϵAi e

−ik·x + h.c.
)
. (5.2.21)

Because P̃ij projects out the components of a vector parallel to k⃗ that means the unit vectors

{ϵAi } must spanned by a 2D space. For instance, if k⃗ were pointing in the 3−direction, two basis
vectors can be chosen to be

ϵ±i ≡
1√
2
(1,±i, 0)T . (5.2.22)

Problem 5.6. Show that, for a counter-clockwise rotation on the (1, 2)−plane

R̂ij =

 cos θ − sin θ 0
sin θ cos θ 0
0 0 1

 ; (5.2.23)

that

R̂ijϵ
±
j = e−i(±1)θϵ±j . (5.2.24)

These are the n = ±1 helicity eigenstates arising from the SO2 little group of the (3+1)D
Poincaré algebra.
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If we treat each component of AT
i as a SHO, we would recognize the conjugate field momenta

to be

Πi ≡
∂L
∂ȦT

i

= ∂tA
T
i ; (5.2.25)

and hence the equal time commutation relations to be[
AT
i (t, x⃗),Πj(t, x⃗

′)
]
= i

(
δij −

∂i∂j

∇⃗2

)
δ(3)[x⃗− x⃗′]. (5.2.26)

The derivative structure on the right hand side is to ensure that the divergence-free constrains
are maintained.

Problem 5.7. Show that, if we impose[
aA
k⃗
, (aB

k⃗′
)†
]
= δABδ(3) [⃗k − k⃗′], (5.2.27)

eq. (5.2.26) would be recovered. The physical interpretation is:

√
2k · (aA

k⃗
)† acting on the vacuum produces a single photon state

∣∣∣⃗k,A〉, where
kµk

µ = 0 and A labels one of the two possible helicities.

Hint: You may need to employ the relation∑
A∈{1,2}

ϵAi (ϵ
A
j )

∗ = P̃ij(k). (5.2.28)

Why is this true?

5.3 Canonical Quantization: Lorenz (ξ = 1) Gauge

We will now proceed to quantize the photon in a Lorentz covariant manner by employing the
Lorenz gauge. The starting point is the wave equation

∂µFµν = ∂2Aν = 0, (5.3.1)

where the Lorenz gauge

∂µAµ = 0 (5.3.2)

has been imposed. The covariant commutation relations we shall assume are

i [Aα(x), Aβ(x
′)] = (Gret)αβ(x− x′)− (Gadv)αβ(x− x′) (5.3.3)

= sgn(t− t′)ηαβ

∫
dDk⃗

(2π)3
sin(k(t− t′))

k
eik⃗·(x⃗−x⃗

′). (5.3.4)

The vector potential can therefore be expanded as

Aµ(x) =

∫
dDk⃗

(2π)D
√
2k

3∑
s=1

(
askϵ

(s)
µe

−ik·x + h.c.
)
. (5.3.5)
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Feynman Rules The contraction of a photon Aµ with an external line with incoming
momentum/photon is given by

ϵµ(p) (5.3.6)

whereas the contraction of a photon Aµ with an external line with outgoing momentum/photon
is given by

ϵµ(p)
∗. (5.3.7)

6 Quantum Electrodynamics (QED)

6.1 Motivation: U1 Symmetry

If a Lagrangian is invariant, up to an additive total divergence, under a transformation of the
fields and/or spacetime coordinates – then there exists a corresponding conserved current when
it is evaluated on the equations-of-motion. This is known as Noether’s theorem.

Dirac Lagrangians and U1 Symmetry Let us notice, under a global U1 phase rota-
tion

ψ → eiθψ and ψ† → ψ†e−iθ; (6.1.1)

the Dirac Lagrangian

L = ψ̄(i /D −m)ψ (6.1.2)

is invariant. We may identify

δψ = iθψ and δψ† = −iθψ†. (6.1.3)

Varying the Lagrangian directly,

0 = −iθψ̄(i /D −m)ψ + i2θ∂µ
(
ψ†γ0γµψ

)
+ i
{
(−i∂µ + eAµ)ψ

†} γ0γµψ + iθψ†γ0(−m)ψ. (6.1.4)

Assuming the EoM holds, (i /D −m)ψ = 0,

0 = i2θ∂µ
(
ψ†γ0γµψ

)
+ i {(γµ(i∂µ + eAµ)−m)ψ}† γ0ψ (6.1.5)

= i2θ∂µ
(
ψ̄γµψ

)
. (6.1.6)

We have the Noether current of U1 symmetry:

∂µJ
µ = 0 and Jµ = ψ̄γµψ. (6.1.7)

Talk about divergence of current using Dirac equation. Also chiral current. ∂µJ
µ5 =

2imψ̄γ5ψ. ψ → eiαγ
5
ψ.

YZ: I of II
The Lagrangian for the Dirac equation coupled to an electromagnetic vector potential is

L = ψ̄(i /D −m)ψ. (6.1.8)
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Here, the covariant derivative is

Dµ ≡ ∂µ + ieAµ (6.1.9)

and /D ≡ γµDµ. The mass is m and ψ̄ ≡ ψ†γ0 and {γµ} are the Dirac matrices obeying the
Clifford algebra {γµ, γν} = 2ηµν . Furthermore, in the chiral basis, which may be expressed in
terms of the Pauli matrices σµ = (I, σi) and σ̄µ = (I,−σi) as

γµ ≡
[

0 σµ

σ̄µ 0

]
; (6.1.10)

we may split the 4-component spinor into left and right handed Weyl spinors ψ = (ψL ψR)
T and

recognize

L = ψ†
Lσ̄

µDµψL + ψ†
Rσ

µDµψR −m
(
ψ†
LψR + ψ†

RψL

)
. (6.1.11)

Those familiar with the SL2,C transformations would recognize this to be manifestly invariant
under the Lorentz group. In particular, the mass term couples the left- and right-handed Weyl
spinors.

Because ψ is complex, we may vary ψ and ψ† independently – for e.g., the complex number
z = x + iy may be varied by altering x and y independently or z and z∗ independently. Doing
so would yield∫

d4x′δψL =

∫
d4x′ψ†γ0(i /D −m)δψ (6.1.12)

=

∫
d4x′

{
(−i∂µ + eAµ)ψ

†} γ0γµδψ −mψ†γ0δψ + surface term. (6.1.13)

Because

γ0γµ =

[
σ̄µ 0
0 σµ

]
, (6.1.14)

this means γ0γµ is hermitian:

γ0γµ = (γµ)†γ0. (6.1.15)

And ∫
d4x′δψL =

∫
d4x′ {γµ(i∂µ + eAµ)ψ −mψ}† γ0δψ + surface term. (6.1.16)

This leads us to the Dirac equation

(i /D −m)ψ = 0. (6.1.17)

We may also vary ψ† to deduce this same equation more readily.∫
d4x′δψ†L =

∫
d4x′δψ†γ0(i /D −m)ψ. (6.1.18)
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Gauge Invariance Note that this Dirac Lagrangian is invariant under the simultaneous
replacements

Aµ(x) → Aµ(x) + ∂µθ(x), (6.1.19)

ψ → eieθψ. (6.1.20)

This guarantees the gauge-invariance of the Dirac equation (i /D −m)ψ = 0.
YZ: II of II
U1 Symmetry & Covariance Notice all fermion Lorentz invariants are invariant under

the U1 phase rotations

ψ → eiθψ and ψ† → ψ†e−iθ (6.1.21)

because the ψ† and ψ occurs in pairs. This is certainly true when θ is a mere constant – i.e.,
when the U1 transformation is global – but what happens when θ = θ(x) is local, meaning it
depends on the spacetime location?

To study this question, let us remember, under a gauge transformation, the vector potential
itself transforms as

Aµ → Aµ + ∂µθ(x). (6.1.22)

Let us now consider acting the covariant derivative on the spinor field, followed by rotating ψ
by a local U1 phase rotation.

Dµψ → (∂µ + ieAµ)
(
eieθ(x)ψ

)
(6.1.23)

= eieθ(∂µ − ie∂µθ + ieAµ)ψ (6.1.24)

= eieθ (∂µ − ie(∂µθ − Aµ))ψ. (6.1.25)

We see that, if Aµ shifted by the gauge transformation in eq. (6.1.22), the covariant derivative of
ψ would transform covariantly under local U1 transformations. Namely, under the simultaneous
transformations

ψ → eieθψ and Aµ → Aµ + ∂µθ; (6.1.26)

we have

Dµψ → eieθDµψ. (6.1.27)

This tells us the full QED action

SQED =

∫
d4x

(
−1

4
FµνF

µν + ψ̄(i /D −m)ψ

)
(6.1.28)

is not only globally, but also locally U1 ‘gauge-invariant’.

Problem 6.1. Noether Current of Poincaré Symmetry Work out the Noether cur-
rents T µα of spacetime translations for the action in eq. (3.1.32). Do the same for Lorentz
transformations. Can you derive a relationship like that in eq. (1.3.28)?
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Problem 6.2. Commutator of Covariant Derivatives Show that

[Dµ, Dν ]ψ = ieFµνψ, (6.1.29)

where Fµν = ∂µAν − ∂νAµ is the electromagnetic field strength tensor. This serves as an analog
to the commutator of covariant derivatives in differential geometry, which yields the Riemann
curvature tensor.

Problem 6.3. Abelian Higgs Model We may provide a similar argument as above, to
construct a local U1 invariant complex scalar field theory coupled to electromagnetic fields. The
resulting Lagrangian is

L = −1

4
FµνF

µν +DµφDµφ− V (|φ|2) (6.1.30)

V (|φ|2) ≡ λ

4

(
|φ|2 − ν2

)2
, ν ∈ R. (6.1.31)

� Identify the electromagnetic current. Write down the equations of motion for both the
electromagnetic fields and for the scalar field φ.

� Work out the Noether current of global U1 symmetry for φ. A complex scalar field with
global U1 symmetry, just like its fermionic counterpart, has a conserved number current.

� Verify that Aµ = 0 and φ = νeiχ (for real constant χ) is a solution. Describe the trajectory
of φ = νeiχ within the potential V (|φ|2) versus φ field space 3D plot, as χ is varied from
0 to 2π.

� Consider inserting φ = (ν + ρ(x))eieϕ(x), where ρ and ϕ both depend on spacetime, into
the Lagrangian. Explain how Aµ may be transformed to remove ϕ. Then work out the
portion of the Lagrangian quadratic in Aµ and ρ. What are the (classical) masses of Aµ
and ρ?

� Remarks: We know a massless photon has 2 degrees-of-freedom; while a complex scalar
should have 2. But due to local gauge-invariance, what you are showing is that the dy-
namics may be converted into a massive gauge boson (with 3 degrees of freedom); and
one real scalar ρ. The photon acquires a mass – this is a model for the Meissner effect in
superconductors.

Problem 6.4. (1+1)D Dirac Equation Coupled to a Scalar Kink In this problem
we will study the Dirac equation for ψ coupled to a scalar field ϕ in (1+1)D flat spacetime with
Cartesian coordinates xµ = (t, x).

� To build the Dirac equation in 2D, we need to find the appropriate γ−matrices. Explain
why the following choice is a valid one. Denoting the Pauli matrices by {σi|i = 1, 2, 3},
define

γ0 ≡ σ3 and γ1 ≡ iσ1. (6.1.32)

Since Pauli matrices are 2× 2 matrices, this tells us the Dirac spinor ψ is a 2-component
object.
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� We will now solve for the stationary state wave functions of the 2D Dirac equation coupled
to a scalar field ϕ,

(iγµ∂µ − gϕ)ψ = 0, (6.1.33)

with the scalar field taking the specific form

ϕ(x) = ν tanh(mx/2), ν,m ∈ R. (6.1.34)

Such a ϕ, known as a Z2 kink, arises as a solution to a relativistic field theory with a
double well potential.

Consider the stationary state wave function ansatz

ψ(t, x) =
e−iEt√

2

[
β+(x)− β−(x)
β+(x) + β−(x)

]
(6.1.35)

Show that, upon performing the re-scaling

x ≡ 2z

m
, g ≡ em

2ν
, E ≡ m

2
Ē, (6.1.36)

the following pair of Schrödinger equations are obtained:

−∂2zβ±(z) +
(
e2 − e(e± 1)sech2(z)

)
β±(z) = Ē2β±(z). (6.1.37)

� The fermion ψ may bind to the Z2 kink. The energy levels of these bound states are

Ē±
n = ±

√
n(2e− n), 0 ≤ n < e, n = 0, 1, 2, 3, . . . . (6.1.38)

Hence, we see that every positive energy solution has a negative energy counterpart –
except for the zero energy mode Ē0 = 0. Solve the β±(z) for this zero mode, and write
down the corresponding Dirac spinor ψ0 ≡ ψ(t, x;n = 0).

Bonus Can you solve the β± (and, hence, ψn) for all the bound state wave functions?
(Warning: It’s hard work, involving the hypergeometric function 2F1.)

Problem 6.5. (2+1)D Dirac Equation

� Show that γ0 ≡ σ3, γ1 ≡ iσ1 and γ2 ≡ iσ2 satisfies the Clifford Algebra {γµ, γν} = 2ηµνI.

6.2 Basic Scattering and Decay Processes

Chapter 4.8 covers . Chapter 5 of P&S covers basic QED processes. In this section we shall
consider Quantum Electrodynamics (QED) defined by the Lagrangian

L = −1

4
FµνF

µν +
∑
I

{
ψ̄I

(
i/∂ −mI

)
ψI − eIψ̄I /AψI

}
. (6.2.1)
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In what follows, it is common to define

α ≡ e2

4π
≈ 1

137
. (6.2.2)

For the I-th species of fermion, the theory has a single interaction vertex: photon-fermion-
fermion. In the Lorenz gauge the photon propagator is

⟨Ãµ(p)Ãν(p′)⟩ =
−iηµν
p2 + iϵ

(2π)4δ(4)(p+ p′). (6.2.3)

The fermion propagator is

⟨ψ̃I(p)
˜̄ψI(p

′)⟩ =
i(/p+m)

p2 −m2
I + iϵ

(2π)4δ(4)(p+ p′). (6.2.4)

Feynman Rules See Peskin+Schröder or Griffiths’ Introduction to Elementary Particles.

� Assign a momentum to each external line. For internal lines use momentum conservation.
Any un-determined momentum is to be integrated over; though this does not occur for
tree level amplitudes.

� For fermion lines, there is an extra flow of fermions – i.e., in addition to momentum – that
needs to be accounted for. Fermion number is conserved due to U1 symmetry. For internal
lines, fermion number flows parallel to momentum.

� Fermion External states: incoming u and outgoing ū.

� AntiFermion External states: incoming v̄ and outgoing v.

� Photon: incoming ϵsµ(p) and outgoing ϵsµ(p
′). Strictly speaking, these polarizations need to

be purely spatial and transverse to their corresponding momentum; i.e., helicity s = ±1.

� For QED the vertex is −ieγµ.

� Internal fermion propagator with momentum k: i(/k +m)/(k2 −m2 + iϵ).

� Internal Lorenz gauge photon propagator with momentum k: −iηµν/(k2 + iϵ).

� Fermi statistics: Make sure there is a relative − sign between any two diagrams that differ
only by (I) interchange between two incoming (anti)fermions; (II) interchange between two
outgoing (anti)fermions; (III) incoming fermion with outgoing antifermion; or incoming
antifermion with outgoing fermion.

Compton Scattering Incoming electron (s1, p1) and photon (ϵ2, p2), outgoing electron
(s4, p4) and photon (ϵ3, p3).

iM = ie2
ū[4]/ϵ[2](/p1 − /p3 +me)/ϵ

∗[3]u[1]

(p1 − p3)2 −m2
e + iϵ

+ ie2
ū[4]/ϵ[3]∗(/p1 + /p2 +me)/ϵ[2]u[1]

(p1 + p2)2 −m2
e + iϵ

. (6.2.5)
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Electron-Muon Scattering Incoming muon (s2, p2) and outgoing muon (s4, p4); incoming
electron (s1, p1) and outgoing (s4, p4).

iM = ū[3]ieγµu[1]
−iηµν

(p1 − p3)2
ū[4]ieγνu[2]. (6.2.6)

Electron-Electron Scattering Incoming electrons (s1, p1) and (s2, p2); outgoing electrons
(s3, p3) and (s4, p4). Fermionic statistics leads to two different contributions, leading to anti-
symmetric amplitude.

iM = ū[3]ieγµu[1]
−iηµν

(p1 − p3)2
ū[4]ieγνu[2]− ū[4]ieγµu[1]

−iηµν
(p1 − p4)2

ū[3]ieγνu[2]. (6.2.7)

Electron-Positron Scattering Incoming electron (s1, p1) and positron (s2, p2), outgoing
electron (s3, p3) and positron (s4, p4).

iM = ie2
ū[3]γαu[1]v̄[2]γαv[4]

(p1 − p3)2 + iϵ
− ie2

ū[3]γαv[4]v̄[2]γαu[1]

(p1 + p2)2 + iϵ
. (6.2.8)

Comment on repulsive vs attractive interactions.
Electron-Positron to Muon-Antimuon The annihilation of electron-positron can

produce a muon-antimuon pair at large center-of-mass energies. This is a simple process that
illustrates relativistic quantum field theory in that we see not only its relativistic and probabilistic
character, but also of its variable-body (e+e− → µ+µ−) nature. Note thatme ≈ 0.5MeV whereas
mµ ≈ 106MeV; and therefore mµ/me ≈ 200. The amplitude at leading order is given by

(ie)2
〈
pµ, sµ; pµ̄, sµ̄

∣∣∣∣T∫
x,y

µ̄x /Axµxēy /Ayey

∣∣∣∣ pe, pē〉
c

(6.2.9)

= −e2ūsµpµγ
αvsµ̄pµ̄

−iηαβ
s+ iϵ

v̄sēpēγ
βusepe(2π)

4δ(4)(pe + pē − pµ − pµ̄) (6.2.10)

iM =
ie2

s+ iϵ
ūsµpµγ

αvsµ̄pµ̄ v̄
sē
pēγαu

se
pe . (6.2.11)

We have introduced the Mandelstam variable

s ≡ (pe + pē)
2 = (pµ + pµ̄)

2. (6.2.12)

Let’s square the amplitude and average of the initial spins and sum over the final spins. We’ll
see it simplifies the end result.

1

4

∑
spins

|M|2 = e4

4s2

∑
spins

v̄sµ̄pµ̄γ
βusµpµū

sµ
pµγ

αvsµ̄pµ̄ v̄
sē
pēγαu

se
peū

se
peγβv

sē
pē (6.2.13)

=
e4

4s2
Tr
[
(/pµ̄ −mµ)γ

β(/pµ +mµ)γ
α
]
Tr
[
(/pē −me)γα(/pe +me)γβ

]
(6.2.14)

To see how the Tr is obtained, first recall the identities∑
s

(usp)A(ū
s
p)B = (/p+m)AB, (6.2.15)∑

s

(vsp)A(v̄
s
p)B = (/p−m)AB. (6.2.16)
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So, for instance,∑
sµ̄,sµ

(v̄sµ̄pµ̄)A(γ
β)AB(u

sµ
pµ)B(ū

sµ
pµ)E(γ

α)EF (v
sµ̄
pµ̄)F = (γβ)AB(/pµ +mµ)BE(γ

α)EF (/pµ̄ −mµ)FA (6.2.17)

= Tr
[
γβ(/pµ +mµ)γ

α(/pµ̄ −mµ)
]
. (6.2.18)

Let’s examine

Tr
[
(/pµ̄ −mµ)γ

β(/pµ +mµ)γ
α
]

(6.2.19)

= Tr
[
/pµ̄γ

β(/pµ +mµ)γ
α
]
−mµ

(
Tr
[
γβ/pµγ

α
]
+mµTr

[
γβγα

])
(6.2.20)

= Tr
[
/pµ̄γ

β
/pµγ

α
]
+mµTr

[
/pµ̄γ

βγα
]
−m2

µTr
[
γβγα

]
(6.2.21)

= Tr
[
/pµ̄γ

β
/pµγ

α
]
−m2

µTr
[
γβγα

]
(6.2.22)

= 4
(
p
{β
µ̄ p

α}
µ − (pµ̄ · pµ)ηαβ −m2

µη
αβ
)

(6.2.23)

Next we have

Tr
[
(/pē −me)γ

α(/pe +me)γ
β
]
= 4

(
p
{β
ē p

α}
e − (pē · pe)ηαβ −m2

µη
αβ
)
. (6.2.24)

We’ll follow Peskin and Schröeder and simplify the analysis even further by assuming the scat-
tering is occurring at high enough center-of-mass energy E ≫ me that the electron mass can be
neglected. This leads us to

1

4

∑
spins

|M|2 = 8e4

s2
(
m2
µ(pe · pē) + (pe · pµ)(pē · pµ̄) + (pē · pµ)(pe · pµ̄)

)
(6.2.25)

Furthermore, let us work in the COM frame, and take (remember me = 0)

pe = E(1, ẑ), (6.2.26)

pē = E(1,−ẑ); (6.2.27)

and

pµ = (E, k⃗), (6.2.28)

pµ̄ = (E,−k⃗), E2 = k2 +m2
µ. (6.2.29)

Now, (pµ + pµ̄)
2 = (pe + pē)

2 = (2E)2 = s = 2m2
µ + 2(pµ · pµ̄).

pe · pē = 2E2, (6.2.30)

pe · pµ̄ = E2 + Ek⃗ · ẑ (6.2.31)

pe · pµ = E2 − Ek⃗ · ẑ (6.2.32)

pē · pµ̄ = E2 − Ek⃗ · ẑ (6.2.33)
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pē · pµ = E2 + Ek⃗ · ẑ (6.2.34)

Hence, we have

1

4

∑
spins

|M|2 = 8e4

16E4

(
m2
µ(2E

2) + E2(E − k⃗ · ẑ)2 + E2(E + k⃗ · ẑ)2
)

(6.2.35)

=
e4

2E4
E2
(
2m2

µ + 2E2 + 2(E2 −m2
µ)(k̂ · ẑ)2

)
(6.2.36)

= e4
(
1 +

m2
µ

E2
+

(
1−

m2
µ

E2

)
(k̂ · ẑ)2

)
(6.2.37)

The differential cross section reads

d6σ = |M|2 S

4
√

(p1 · p2)2 − (m1m2)2

n∏
i=1

(
d3p⃗′i

(2π)32E ′
i

)
(2π)4δ(4)

(
p1 + p2 −

n∑
i=1

p′n

)
(6.2.38)

=
e4

8E2

(
1 +

m2
µ

E2
+

(
1−

m2
µ

E2

)
(k̂ · ẑ)2

)
d3p⃗µ

(2π)32Eµ

d3p⃗µ̄
(2π)32Eµ̄

(6.2.39)

× (2π)4δ(2E − Eµ − Eµ̄)δ
(3)(p⃗µ + p⃗µ̄) (6.2.40)

d3σ =
e4

16E2

(
1 +

m2
µ

E2
+

(
1−

m2
µ

E2

)
(k̂ · ẑ)2

)
d2k̂dEµ |⃗k|
(2π)34Eµ

(2π)δ(E − Eµ) (6.2.41)

d2σ =
e4

16E2

(
1 +

m2
µ

E2
+

(
1−

m2
µ

E2

)
(k̂ · ẑ)2

)
d2k̂
√
E2 −m2

µ

(2π)2(4E)
(6.2.42)

Note: k2 = E2 −m2
µ ⇒ dk · k = EdE ⇒ dk · k2/E = kdE.

d2σ

dΩ
=

α2

16E2

(
1 +

m2
µ

E2
+

(
1−

m2
µ

E2

)
(k̂ · ẑ)2

)√
1−

m2
µ

E2
(6.2.43)

where we have used α2 = e4/(16π2). The total cross section is

σ = 4π
α2

16E2

(
1 +

m2
µ

E2
+

1

3

(
1−

m2
µ

E2

))√
1−

m2
µ

E2
(6.2.44)

=
4π

3

α2

4E2

(
1− 1

2

m2
µ

E2

)√
1−

m2
µ

E2
. (6.2.45)

6.3 More Physics

Non-Relativistic Limit Fourier transform of amplitude yields V . Yukawa potential.
Coulomb potential from (anti)fermion-(anti)fermion or fermion-antifermion scattering.

Bremsstrahlung Radiation Accelerating charges emit photons. Both quantum and
classical. Photon is massless, so they are emitted no matter what the energy scales are. IR
divergence problem.

Angular Distributions
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Radiative Corrections
Vertex Corrections g− 2 and magnetic moment. Magnetic moment of the electron is

µ⃗ = ge
e

2me

S⃗, (6.3.1)

where ge = 2 from the Dirac equation. However, quantum corrections from QED would alter
this value; the first order result is in fact ge − 2 = α/π. Running of electric charge.

Quantum corrections to mass Two point function and its pole.

6.4 Appendix

Tr [I] = 4 (6.4.1)

Tr [odd number of γ matrices] = 0 (6.4.2)

Tr
[
γαγβ

]
= 4ηαβ (6.4.3)

Tr
[
γµγνγαγβ

]
= 4

(
ηµνηαβ − ηµαηνβ + ηµβηαν

)
(6.4.4)

Tr
[
γαγβγ5

]
= 0 (6.4.5)

Tr
[
γµγνγαγβγ5

]
= −4iϵµναβ (6.4.6)

7 Acknowledgments

A Cross Sections, Lifetimes, Amplitudes

Cross Section Consider a parallel beam of particles zipping down an accelerator tunnel.
If L denotes flux of particles (number of particles per unit time per unit area) across some
infinitesimal cross sectional area dσ, so that the number of outgoing/scattered particles is dN =
Ldσ, then the differential cross section is defined by the number of particles scattered into a
given infinitesimal solid angle dΩ divided by the luminosity L:

dσ

dΩ
≡ 1

L

dN

dΩ
. (A.0.1)

This definition is consistent with how cross section is actually measured: L is set by the param-
eters of the accelerator setup, whereas dN/dΩ involves counting particles.

Decay lifetime If we have N number of unstable particles of the same species, the
reciprocal of their decay lifetime τ is defined to be the fractional change of its population per
unit time:

1

N

dN

dt
= −1

τ
≡ −Γ. (A.0.2)

The solution to this equation is

N(t) = N0 exp (−t/τ) . (A.0.3)
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In words: the number of particles N(τ) after time τ has elapsed is 1/e of the initial number of
particles N0.

Amplitudes to Differential Cross Sections & Decay Rates The S matrix for a
process {pi} → {p′j} is defined by the transition amplitude

H

〈
{p′j}, t→ ∞

∣∣ {pi}, t→ −∞
〉

H = s

〈
{p′j} |S| {pi}

〉
s. (A.0.4)

This is further split into the identity plus the T -matrix:

S ≡ I+ iT, (A.0.5)

iM · (2π)4δ(4)
(∑

i

pi −
∑
j

p′j

)
= s

〈
{p′j} |iT | {pi}

〉
s. (A.0.6)

The physical meaning is that the amplitude M captures the non-trivial part of the interactions;
all the relevant dynamics is contained within T .

Given the amplitude M for a 2 particle to n−particle scattering process, p1+ p2 → {p′i}, the
differential cross section is given by

dσ = |M|2 S

4
√

(p1 · p2)2 − (m1m2)2

n∏
i=1

(
d3p⃗′i

(2π)32E ′
i

)
(2π)4δ(4)

(
p1 + p2 −

n∑
i=1

p′n

)
. (A.0.7)

(S is defined below.) In Peskin & Schroeder, the
√
(p1 · p2)2 − (m1m2)2 in the denominator is

written as E1E2|v1 − v2|, where |v1 − v2| is the relative velocity of the 2 incoming particles.
Given the amplitude M for a particular decay process 1 → 2 + 3 + . . . n, the ‘Golden Rule’

for decay rate of particle 1, which will assume is at rest (i.e., p1 = (m1, 0⃗)), is given by

dΓ = |M|2 S

2m1

n∏
i=2

(
d3p⃗i

(2π)32Ei

)
(2π)4δ(4)

(
p1 −

n∑
i=2

pn

)
(A.0.8)

S =
N∏
j=1

1

ℓj!
. (A.0.9)

If there are ℓ identical particles in the final decay product, we need to divide the answer by ℓ!.
The S refers to this – its definition is given by the product all such statistical factors, where ℓj
is the number of identical particles in the jth group of decay products.

B Standard Model of Elementary Particle Interactions

Weak Interactions

C Last update: January 13, 2025
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